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Introduction
The Information Technology Act (IT Act) was notified 
into law on 17 October 2000, bringing into Indian 
law the United Nations Commission on International 
Trade Law (UNCITRAL) Model Law on e-Commerce. 
The IT Act supplies a legal framework for recognising 
electronic records and digital signatures, defines 
cybercriminal offences, and provides penalties for the 
same.1 It also establishes a Cyber Appellate Tribunal to 
hear disputes under the law.

Over the years e-Commerce activity increased, the 
outsourcing business boomed, and new forms of online 
transactions and platforms (and computer misuse) came 
about.2 This prompted a review of the Act, which in 
2008 was amended to introduce provisions governing 
data protection, intermediary liability and safe harbour. 
The amendments also expanded the list of cyber offences 
and gave authorities the power to intercept, monitor or 
decrypt information,3 among other changes.

Twenty years after the Act was passed and 12 years 
since the last major amendment, the state of play in 
information technology and the internet is dramatically 
different. The internet now permeates every aspect 
of Indian society, bringing immense benefits and 
challenges unforeseen. The rise of data analytics for 
instance, has changed how businesses operate and make 
decisions. Data is widely recognised as a new factor of 
production,4 engendering concern about information 
privacy and individual rights.

Social media platforms too have had a significant impact, 
changing how we consume entertainment, news and 
information, and birthing the spectre of misinformation 
and disinformation. These paradigm shifts have created 
a flux in law and regulation worldwide, as decision 
makers try to catch up to technology. Being a democratic 
polity with large inequities in society and economy, 
India has high stakes in technological development, as 
endorsed by visionary government programmes such as 
Digital India. As recently acknowledged by the Union 
Minister for IT and Electronics, the IT Act is thus ripe 
for an update.5 

Changes in the economic role of the IT sector compound 
the need for legislative amendments. In the early 2000s 
the sector capitalised on India’s endowment of cheap 
skilled labour to become one of the largest exporters 
of IT services. Computer services exports grew at an 
average annual growth rate of 18.1% between 2006 
and 2011. However, the business process outsourcing 
services that accounted for 77% of India’s IT/ITeS 
exports in 2018-19 have gradually become less valuable.6 
New technologies such as machine learning, artificial 
intelligence and the Internet of Things are now at the 
forefront of global technological progress, in which 
Indian companies have only limited participation.

According to NASSCOM only 18% of Indian startups 
leverage deep tech such as artificial intelligence (AI), 
machine learning (ML), blockchain and similar 
technologies.7 Deep tech companies work to offer 
fundamental engineering innovations, not always 
focusing on end-user services, which they significantly 
impact nonetheless. While Indian IT giants have 
invested in these technologies, they do not command 
the same competitiveness as in outsourcing.8 They are 
also conceding their labour cost advantage to east Asian 
economies, and mass layoffs have become a common 
phenomenon at large Indian IT firms.9

Low investment in cutting-edge technologies is 
exacerbated by the absence of an encouraging ecosystem. 
In 2018 there were only 1.1 networked devices per 
person in India, much lower than the 2.1 in the Asia-
Pacific or 2.4 in the world.10 The NITI Aayog has argued 
that insufficient supercomputing infrastructure in 
India impedes progress in AI technologies.11 Legislation 
to enable investment in risky innovations could make 
India a global hub of technological progress for the 
millions of Indians who will join the internet population 
as connectivity increases. It would also engage Indians 
(half of whom are younger than 25)12 in more valuable 
economic activities, paving the way for India to become 
a global leader in IT law and regulation, especially 
among developing countries with similar social and 
economic constraints.
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This report intends to serve as a primer for stakeholders 
in the process of IT law reform. It reviews the available 
options and global best practices that any future 
statutory framework will have to consider. The 
experiences of other jurisdictions that grappled with the 
same problems can be valuable; a comparative approach 
also offers perspectives from various stakeholders in a 
crowded technology ecosystem, whether companies at 
the forefront of digital innovation, states with different 
ideals for the digital economy, or individuals whose 
rights are at stake.

The jurisdictions studied here offer wide ranging 
perspectives. The report evaluates legal frameworks 
from the United States, United Kingdom and the 
European Union in view of the impact their laws have 
had on the global technology discourse. It analyses 
developments in Germany, Australia, Singapore and 
Japan as jurisdictions that took unique approaches to 
specific problems: such as Germany’s success in building 
state capacity to effectively intercept communications. 
Finally, the experience of Brazil as a developing economy 
with a landmark digital rights framework, the Marco 
Civil da Internet, offers important insights.

We also consider the different regulatory approaches a 
future framework could incorporate. One such choice 
is between regulation based on rules or goals. Rules 
based regulation is a system of prescriptive rule making 
that aims for precision and certainty: it requires greater 
expertise from regulators and places more responsibility 
on them. Goals based regulation sets out principles or 
standards to achieve, while permitting greater flexibility 
in how to achieve them. A newer approach, it is better 
suited to innovative and fast-moving sectors with high 
market change and multiple risks. The suitability of 
either approach will be determined by contextual 
factors such as the nature of risks, regulatory capacity, 
and the degree of innovation and change. Rarely do 
states implement a pure version of either, with most 
approaches being hybrids in different proportions.13

Such a hybrid approach to regulation will likely be seen 
across the Indian digital ecosystem, with the IT Act 
serving as the basic law (or rule based element) applicable 
to all entities in the online ecosystem. The goal based 
element may take the form of self regulatory efforts 
led by industry, in line with certain desired regulatory 
outcomes in specific areas such as content regulation, 
or the regulation of a specific segment such as fantasy 
sports.

Similarly, a choice must be made between a centralised 
framework with a single body exercising regulatory 
control, and a more dispersed framework for various 
sectoral regulators’ IT related functioning. These 
decisions will have to factor Indian particularities: the 
need to become a hub of IT knowledge and innovation, 
limited state capacity, and the need to protect and 
promote the growth of small and medium businesses.

The chapters are arranged thematically: covering 
e-Commerce, intermediary liability, data governance, 
encryption and law enforcement access, access and 
blocking, and cybersecurity. 
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I.   e-Commerce

KEY TAKEAWAYS

•	 The IT Act in its current form lacks a 
clear definition of e-Commerce. Other le-
gal documents such as the FDI Policy and 
proposed e-Commerce policy do not de-
fine the term consistently.

•	 Innovative business models in the digital 
sphere require workable definitions in le-
gal documents that single out the intend-
ed e-Commerce businesses and avoid an 
outdated, one size fits all approach.

•	 There is no clear demarcation of the juris-
dictional remits of multiple existing and 
proposed regulators for e-Commerce in 
India. By contrast countries such as the 
US, Singapore and Australia have fewer 
regulators and clear jurisdictional bounds.

•	 Regulatory certainty is crucial for business 
continuity. India may consider a vertical 
approach to regulations instead of the ex-
isting horizontal approach.

Electronic or e-Commerce refers to domestic or 
international commerce in which internet or internet 
based technology providers source, administer, and/
or deliver goods and services physical or digital. It may 
mean ordering a product from an e-retail website, 
booking tickets or hotel rooms through travel portals, 
and using communication channels such as email or 
voice over internet protocol. It also includes media and 
entertainment content provided through streaming 
services, and electronic banking transactions.

The transformational impact of e-Commerce in India 
can be attributed to the unprecedented adoption of 
smartphones, a young and tech savvy population, and 
affordable access to internet services. These advantages 
have also given rise to a startup ecosystem in India.

Unfortunately, our regulatory architecture has been 
slow to catch up to this tech-fuelled entrepreneurial 
spirit. The importance of a clear and cogent framework 
to regulate these activities cannot be emphasised 
enough. Such an architecture is needed to ensure 
certainty for domestic and international players who 
want to invest in India’s burgeoning digital economy. 
Recognising this, the Union Ministry of Electronics 
and Information Technology (MeitY) has set a target 
for India to become a USD 1 trillion dollar digital 
economy by 2025.

India needs a contemporary framework for the regulation of 
e-Commerce

I.1.  Opportunity 
         for India
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I.2.   The IT Act

The preamble to a law is useful to decipher its legislative 
intention. The preamble to the IT Act states that it is:

“an Act to provide legal recognition for transactions 
carried out by means of electronic data interchange and 
other means of electronic communication, commonly 

referred to as “electronic commerce”

The preamble to the IT Act only makes 
vague reference to e-Commerce

The Act does not define e-Commerce

I.3.   Scope of e-Commerce

The expansive scope of e-Commerce can be under
stood from international trade negotiations. Since the 
establishment of a Work Programme on e-Commerce 
at the World Trade Organisation (WTO) in 1998, 
e-Commerce related issues have started emerging 
in bilateral and plurilateral trade agreements. 
International agreements such as the Comprehensive 
and Progressive Trans-Pacific Partnership (TPP),14 the 
US–Japan Digital Trade Agreement,15 and the Japan–
Mongolia Free Trade Agreement16 address a wide range 
of relevant issues, including data protection, consumer 
protection, competition policy, intermediary liability 
and cybersecurity.

Regulators in India, however, use the term e-Commerce 
differently across legal instruments (Table 1) because it is 
not defined in the IT Act. Consequently there is a degree 
of uncertainty about the scope of e-Commerce and the 
applicability of the relevant rules or laws.

Although it gives recognition to e-Commerce, 
the Act contains no clear definition of the term. The 
preamble, which states that e-Commerce involves 
the use of alternatives to paper based methods of 
communication, information storage, and to facilitate 
the electronic filing of documents with government 
agencies, fails to reflect a modern understanding of 
e-Commerce.

I.3.i   Varying definitions of e-Commerce
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Regulation Definition Implication

Foreign Direct Investment 
(FDI) Policy

Defines e-Commerce as the 
‘buying and selling of goods 
and services, including digital 
products over electronic or 
digital networks’.

 
Exclusive focus on ‘buying and selling’ 
means that most digital services inten-
tionally or unintentionally remain out-
side the ambit.

For example, when a consumer purchases 
an operating system, she merely gets 
a licence to access that software for a 
particular period. There is no transfer of 
ownership, which is a key element of sale.

Consumer Protection Act 
of 2019

As the FDI Policy was one of the 
first legal instruments to define 
the term, subsequent legislations 
including this Act have adopted 
the same 
definition.17

First, like the FDI Policy, it is narrow in 
scope.

Second, unlike the FDI Policy, the new 
Act fails to factor in distinct business 
models operating within its scope.

Draft e-Commerce Policy

Defines e-Commerce to include 
the buying, selling, marketing or 
distribution of goods, including 
digital products and services, 
through electronic networks.

The draft policy adopts a broader 
definition of the term.18 As a result, 
transactions, monetary or non-monetary, 
sale or licence, fall in its ambit. This is in 
line with the approach adopted at the 
WTO (see Box 1).

Central Goods and 
Services Tax Act of 2017

The term electronic commerce 
is defined to mean the supply 
of goods or services or both, 
including digital products, over 
a digital or electronic network.

The term supply is defined to include all 
forms of supply of goods and services, 
such as sale, transfer, barter, exchange, 
licence, rental, or lease. The definition 
is wide in its scope as it includes a larger 
segment of business models that leverage 
an electronic network, typically the 
internet, to conduct business.

Table 1: Definition of e-Commerce in Different Regulations
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e-Commerce under the WTO’s Work Programme

The WTO’s Work Programme19 defines e-Commerce as ‘the production, distribution, 
marketing, sale, or delivery of goods and services by electronic means’. In other words, this 
definition brings within its purview all aspects of activities carried out over the internet.

Box 1

Different regulations define e-Commerce 
differently in India. This creates confusion 
among market participants.

I.3.ii   Ambiguous definition of 

digital products

Another gap in India’s approach to e-Commerce is 
the ambiguity in defining the term ‘digital products’. 
Several legal instruments and policy proposals including 
the IT Act, FDI Policy and Consumer Protection Act 
2019 do not define the term. The Draft e-Commerce 
Policy mentions ‘digital product’ but does not clarify 
what goods or services fall under the category.

The only legal definition of digital products is found 
in trade agreements such as the India-Singapore 
CECA.20 It is similar to the definitions found in the 
Comprehensive and Progressive Agreement for Trans-
Pacific Partnership,21 the Korea-US FTA22 and the 
Singapore-Australia FTA.23

The India-Singapore CECA provides that ‘digital 
products’ include computer programs, text, video, 
images, sound recordings and other products that are 
digitally encoded, regardless of whether they are fixed 
on a carrier medium or transmitted electronically. The 
agreement contains a footnote clarifying that the term 
does not include digitised representations of a financial 
instrument. Similar definitions are found in the trade 
agreements mentioned above.

The absence of a definition of digital products in IT 
legislation leaves it open to varied interpretations. 
For example, it is unclear if additive manufacturing 
(colloquially known as 3D printing) will be categorised 
as a ‘manufacturing activity’ or a digital product under 
the FDI Policy. The relevant compliances under the 
FDI Policy will depend on its categorisation.

In this context, India may consider defining digital 
products to mean goods or services that can be 
consumed only in electronic or digital format – which 
includes text, video, software programs, images and 
sound recordings. We further recommend that a 
negative list be created (which can be amended when 
required) listing out the products that do not fall 
within the ambit of ‘digital products’. This would give 
the government the requisite flexibility to incorporate 
‘products’ that were not envisaged to be regulated.
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Several legal instruments and policy proposals do not define 
digital products. This lack of definition troubles compliance 
with the FDI Policy.

Digital products should be treated distinctly from physical 
goods. To this end, India may consider formulating a negative 
list that can be revised periodically.

I.3.iii   Impact of broad 

definitions on e-Commerce

The absence of definitional focus in the IT Act has 
several unintended consequences. For instance in 2018 
the MeitY released the Draft Intermediary Guidelines 
(Amendment) to tackle the social media misuse and 
the spread of fake news. However, the Rules proposed 
in the Guidelines do not apply only to social media 
platforms, but also to other e-Commerce players in the 
digital ecosystem such as cloud service providers.24 This 
is because the sweeping definition of an ‘intermediary’ 
in the IT Act25 includes internet service providers, 
cloud service providers and cyber cafes. This raises 
several concerns.

For instance, Rule 3(9) of the Guidelines proposes that 
intermediaries must deploy automated mechanisms 
‘for proactively identifying and removing or disabling 
public access to unlawful information or content’. 
Complying with these requirements may not be feasible 
for intermediaries like cloud service providers or CSPs. 
Unlike social media platforms, CSP infrastructure 
is typically used by businesses and governments for 
commercial purposes, governed by bilateral contractual 
terms with strict confidentiality obligations. Deploying 
automated tools to monitor such content could violate 
these contractual terms and conditions.

Regulations that attach liability to vast groups 
as a homogeneous class run the risk of creating a 
disproportionate liability framework. Seeking to 
account for all scenarios they inadvertently make the 
law rigid, and unresponsive to technological or business 
model specificities.

One way to mitigate the risk is by crafting workable 
definitions in legal documents focused on specific 
e-Commerce businesses. To illustrate, MeitY is 
reportedly working to introduce a distinct definition 
for social media platforms so as to limit the applicability 
of the proposed amendments.26 Similarly, the Personal 
Data Protection Bill 2019 contains a definition of social 
media intermediaries and allows for the creation of 
certain distinct obligations for such intermediaries.

The absence of a cogent definition 
of ‘e-Commerce’ in the IT Act 
results in multiple and ambiguous 
regulations. Businesses can find it 
impossible to comply with these 
rules, which were not designed for 
them.
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I.4.   Jurisdictional Clarity

The overlap of subject matter between Ministries leads 
to ambiguous jurisdictional boundaries. According 
to current government rules27 the Department for 
Promotion of Industry and Internal Trade (DPIIT) is 
entrusted with all matters relating to e-Commerce.28 
However, administration of the IT Act, which provides 
legal recognition to e-Commerce, lies with MeitY. 
Moreover the Department of Telecommunications has 
been vested with policy, licensing, and coordination 
matters relating to telegraphs, wireless, and data.29

The result of these overlaps is that several government 
bodies have framed their own regulations to govern 
e-Commerce. This leads to disputes over supervisory 
roles and confusion among market participants over the 
applicability of legal instruments.

An example of such regulatory overlap30 is the DPIIT’s 
Draft E-Commerce Policy, which touches on issues 
relating to community or non-personal data, and 
consumer protection. It proposes several rules intended 
to regulate data-sharing practices among businesses. 
The IT ministry was reportedly of the view that issues 
of data protection and sharing should be kept out of the 
e-Commerce policy.31 In 2020 an Expert Committee 
established by the MeitY32 recommended33 the creation 
of a distinct Non-Personal Data Authority to regulate 
non-personal data, in addition to the Personal Data 
Protection Authority proposed under the Personal 
Data Protection Bill. The Union Consumer Affairs 
Ministry has also now issued guidelines for consumer 
protection in digital space.34

Similar issues can be seen in other sectors. In 2018 
the Telecom Regulatory Authority of India (TRAI) 
published a consultation paper on over-the-top or OTT 
communication services, to explore the possibility of 
regulating such services through the licensing conditions 
used for the telecom sector.35 Multiple stakeholders 
pointed out in their response to the Authority that these 
matters fall largely within MeitY’s domain.36 TRAI in 
its recommendations of 14 September 2020 decided 
not to impose licensing conditions on OTT services.37 
However, it left open the option of future regulatory 
intervention.

It is indeed a challenge to address the problems 
emanating from e-Commerce transactions because 
multiple Ministries have various concerns about the 
same subject. But if each regulator were to impose 
its own set of rules most businesses would find it too 
burdensome to do business online, especially if these 
rules were not uniform. Nor is there a silver bullet 
or quick fix, because e-Commerce business models 
change rapidly. Therefore, the Government should 
make concerted efforts to clarify the supervisory role of 
its departments and regulators.

Here the regulatory approaches of the US, UK, 
Singapore and Australia as explained in Table 2 may 
serve as useful guides to avoid overlap. In contrast to 
India these countries have few regulators and clear 
jurisdictional remits.
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Jurisdiction/
Issue

Intermediary 
Liability

Competition Consumer 
Protection

Data 
Protection

Cybersecurity

India MeitY;  
proposed  

e-Commerce 
regulator 
(DPIIT)

Competition 
Commission 

of India; 
and DPIIT 

(through FDI 
Policy)

Ministry of 
Consumer 
Affairs; DPI-
IT; proposed 
e-Commerce 
regulator

MeitY; Pro-
posed Data 
Protection 
Authority

CERT-In and 
NCIIPC, other 
non-statutory 
bodies such as 
NSA/NCSC, 
and NCCC

United 
States

Federal Com-
munications 
Commission 

(FCC)

Federal Trade 
Commission 

(FTC)

FTC FTC Cybersecurity 
and Infrastruc-

ture Security 
Agency

United 
Kingdom

Office of 
Communica-

tions (Of-
com)

Competition 
and Markets 

Authority 
(CMA)

CMA Information 
Commis-
sioner’s 
Office

Ofcom, and 
National Cyber 
Security Centre 
(advisory role)

Singapore Infocomm 
Media De-
velopment 
Authority 
(IMDA)

Competi-
tion and 

Consumer 
Commission 

(CCS)	

CCS Personal 
Data Pro-

tection 
Commission 
(part of the 

IMDA)

Cyber Security 
Agency of Singa-

pore

Australia Australian 
Communica-
tions and Me-
dia Authority 

(ACMA)

Australian 
Competition 
and Consum-
er Commis-

sion (ACCC)	

ACCC	 Office of 
Australian 

Information 
Commission

Australian 
Cyber Security 

Centre

Table 2: Regulatory Approaches

Definitional clarity and clear jurisdictional boundaries are 
foundations for the third crucial aspect governing 
e-Commerce in India: regulatory certainty
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I.5.   Regulatory Certainty

Regulatory certainty is critical for business continuity 
and a key fillip for digital businesses. Regulation in the 
form of complete bans, onerous licensing requirements, 
or registration obligations negatively impacts consumer 
welfare as well, by distorting demand and consumer 
choice.

I.5.i Unsuitable traditional 

regulatory models

Digital-driven businesses face a variety of challenges 
from traditional regulatory models.38 These include 
coordination problems, regulatory silos, and the 
application of outdated rules. The ability of online 
businesses to evolve and shift from one regulatory 
category to another makes it difficult for them to 
operate in a rigid regulatory setup. For example, if a 
restaurant aggregator begins delivering pre-packaged 
food products, it may come under the jurisdiction of 
the weights and measures authority. If it uses drones 
for delivery, it may come under the jurisdiction of 
aviation regulators.

The International Telecommunication Union (ITU), 
while investigating regulatory approaches for digital 
businesses39 noted that ‘even where industry regulators 
decide on higher levels of regulatory intervention, 
history indicates that restrictions placed by governments 
on technological advances are difficult to maintain and 
cannot be sustained in the long run’. The ITU also 
emphasised the loss in overall competition in the market 
caused by the suppression of technological change.

Regulatory uncertainty impacts 
businesses and customers.
Traditional regulatory models 
are not suited for digital-driven 
businesses. Many of these are not 
compatible with shape-shifting 
businesses.

Where industry regulators decide 
on higher levels of regulatory 
intervention, there is a loss in 
the overall competition in the 
market due to the suppression of 
technological change.

The innovative business models of e-Commerce entities 
face several legal challenges when they fall within 
overlapping sectoral jurisdictions. A search engine 
may be required to comply with the data protection 
framework for its data collection and sharing practices, 
with advertising and consumer protection law for its 
advertising functions,40 and safe harbour protection 
in IT law. Most innovative e-Commerce creates 
such concerns and disrupts the rigid application of 
traditional laws.

In this context the ITU offers four principles to achieve 
optimum regulatory outcomes: 
(a) harmonise regulations regionally and globally, 
(b) acknowledge the shift to Internet Protocol or IP 
services, 
(c) regulate for a new competitive paradigm, and
(d) accept the need for collaborative regulation between 
other sectoral regulators.41



9

Decision-makers in India do recognise the importance 
of a harmonised and collaborative rule-making 
approach. In 2018 the Government constituted 
a Standing Group of Secretaries to facilitate an 
inter-ministerial consultation on issues relating to 
e-Commerce.42 Government arms such as the DPIIT, 
the Ministry of Consumer Affairs, the Micro, Small 
and Medium Enterprises Ministry, and the Ministry of 
Finance participated in the process.

Despite this, a piecemeal approach to regulation 
persists, as described in Box 2.

Regulation of Online
 Pharmacies

In August 2018 the Ministry of Health and Family Welfare issued a set of draft rules 
for regulating e-pharmacies in India.43 The draft rules required all entities intending 
to conduct the business of e-pharmacy in India to seek registration from the Union 
government.

The sale of pharmaceutical drugs in India is regulated under the Drugs and Cosmetics 
Act of 1945. As per the Act, a licence is required to sell all drugs except those listed in 
Schedule K of the Drugs and Cosmetics Rules of 1945.44

The 2018 draft sought to extend rules applicable to offline pharmacies to online 
pharmacies. It did not take into account the ‘marketplace model’, whereby an 
e-pharmacy merely acts as an electronic delivery platform between a licensed 
pharmacy and a consumer.

The draft rules are yet to be finalised; in the absence of a legal framework, some 
e-pharmacies in India are operating as technology platforms under the IT Act.45

The business operations of online pharmacies could be severely restricted if the draft 
rules were implemented in the current form. A vertical approach by contrast would 
ensure regulatory certainty, allowing businesses to operate.

Box 2

This does not mean, however, that a unitary mechanism 
or one size fits all approach should be adopted to govern 
e-Commerce businesses. Rather, the Government can 
explore sector-specific rules that encourage innovation. 
For example, a comprehensive data protection 
framework is critical to protect the fundamental right 
to privacy. The sectoral data protection provided 
for in the Personal Data Protection Bill 2019 is one 
such example.46 While the Bill lays down penalties for 
contraventions, it does not restrict business operations.
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Decision-makers in India recognise the importance of a 
harmonised and collaborative approach to rule-making, 
but a piecemeal approach to regulation still persists.    
 
India should consider a vertical approach to regulation 
that could improve efficiency in the policymaking process. 
To this end the IT Act could provide legal recognition to 
digital businesses, while disparate areas like privacy and 
competition are governed by sectoral authorities.

I.6.   The Future Imperative

India could consider a vertical approach to regulation, 
rather than the existing horizontal approach. A 
vertical approach is one that empowers sectoral 
regulators to create rules affecting those within their 
regulatory remit, with principal legislation such as 
the IT Act to provide overarching legal certainty. 
The system is supposed to ensure a healthy division 
of work, with each level of government doing what 
it does best. In a horizontal approach, each sectoral 
authority works in a silo, due to a lack of definitional 
clarity and blurred jurisdictional boundaries, which 
results in conflicting legislations erecting regulatory 
barriers to digital commerce. 

A vertical approach can improve efficiency in the 
policymaking process. For example, the consumer 
authority would continue to set consumer welfare 
standards, the data protection authority would formulate 
standards for data collection, analysis, processing and 
sharing, etc. This enhances operational certainty for 
businesses, allowing innovative firms to seamlessly shift 
business practices.
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II.	 Intermediary 
Liability: 
Making Platforms 
Accountable

KEY TAKEAWAYS

•	 The global paradigm of intermediary 
liability is changing from a safe 
harbour approach to attaching greater 
responsibilities to intermediaries.

•	 Regulation of intermediary liability 
must strike a balance between holding 
intermediaries accountable and allowing 
them to innovate and grow.

•	 There is a need for clear definition 
and demarcation of various types of 
intermediaries for effective rulemaking.

•	 While specific issues such as the spread 
of misinformation, disinformation and 
revenge porn can be tackled through 
specific laws, such laws must be designed 
to balance internet restrictions and 
internet freedoms.

•	 Where pure self-regulation is not 
possible, India should take appropriate 
and proportional measures through co-
regulation. For issues with implications 
for democratic integrity and people’s 
security, state involvement may bring 
greater accountability.

The diversity of intermediaries is a challenge in 
developing a suitable regulatory framework. Different 
jurisdictions give intermediary status to different 
services, such as internet service providers, content 
services, storage services, and some such as India, even 
to cyber cafes. But these entities play very different roles 
in the internet value chain: cyber cafes offer physical 
access to computers connected to the internet, ISPs 
provide the actual connection or carriage services (to 
cyber cafes as well) and online platforms provide digital 
products and services. These differences make a one size 
fits all approach unsuited to defining and regulating 
intermediaries. An update is called for in Indian law 
around intermediary liability as it currently exists in 
the IT Act.

There is also a specific concern relating to online 
social media platforms, which have emerged as 
economic powerhouses driven by the data ecosystem. 
These platforms have undoubtedly benefited from 
the intermediary liability (IL) law, which protects 
them from third-party liability. It has led to their 
uncontrolled expansion and unforeseen economic, 
social and political disruptions. Examples include 
political or social instability caused  by misinformation, 
online piracy, and the circulation of child sexual abuse 
material47 or terrorist recruitment material.48

To address these issues, states have begun thinking 
about new regulatory frameworks. Several have diluted 
strict IL protections, introducing liabilities based
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on the types of platform, their thresholds, and specific 
issues such as fake news or revenge porn. Some are 
even considering co-regulation as a preferred model,49 
wherein the state works together with industry to 
enforce rules. This may have the potential to overcome 
the lack of accountability arising from self-regulation, 
and the fear of loss of innovation caused by rigid rules-
based regulations. Co-regulatory models may see 
governments playing a role in facilitation or oversight, 
or may simply consist of self-regulatory measures with 
a legal underpinning.50

II.1.	 The Genesis of Intermediary 
Liability Law

This chapter gives a brief account of the IL regime, the 
inability of social media platforms to address pressing 
issues in society, changes proposed by different 
countries in response to this challenge, and the 
guiding principles of the co-regulatory model, which 
could serve as a long term solution for accountability.

Section 230 of the Communications Decency Act 
(CDA), one of the first laws in the world that dealt 
with intermediary liability, was passed in the USA in 
1996 when the internet was still in its infancy. The 
provision’s rationale was that if intermediaries were 
held responsible for third party content, they would 
have to moderate all content. Such a burden would 
divert resources they would rather invest in growth 
and innovation. It could also stunt the internet’s 
potential as an emancipatory technology and limit 
the creation of better products and services. Thus, 
the first generation of laws addressing intermediary 
liability prioritised the growth of the internet as a 
medium for communication and commerce. The 
focus was on providing safe harbour to intermediaries 
if they had no intention or knowledge of offending  
third-party content. 

In addition to the CDA, Section 512 of the Digital 
Millennium Copyright Act provided safe harbour to 
intermediaries for copyright-infringing content. Most 
jurisdictions followed suit, granting wide exemptions 
to intermediaries from liability in the early years. . The 
European Union’s E-Commerce Directive adopted 
in 2000 contained the key intermediary liability 
principles of the EU. Its overall goal was to foster the 
development of e-Commerce in the EU and ensure

free movement of ‘information society services’ 
between member states. Here, safe harbour was 
granted to three categories of entities: mere conduit 
service providers or ISPs, caching providers that 
temporarily and automatically store data for 
transmission efficiency, and hosting providers that 
allow users to store data.

With the increasing scope of problems such as violent 
and sexually exploitative content, and widespread 
intellectual property rights infringements, this 
attitude has changed. Tackling these issues requires 
a rethink on the part of all stakeholders, on how to 
approach the responsibility of intermediaries.

At the same time, many platforms now have tens 
of millions of users and wield considerable power 
and influence. This has led to discussions on the 
need to impose greater accountability on social 
media intermediaries such as Facebook or Twitter. 
Illustratively, the US recently passed the FOSTA-
SESTA package51 which dilutes Section 230 of the 
CDA with the objective of targetting online conduct 
promoting or facilitating sex trafficking. Another 
proposed American law, the EARN IT Bill,52 aims 
to create a code of best practices against child sexual 
abuse material that intermediaries must follow to 
retain safe harbour. 
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These changes have been criticised by advocates 
of internet freedom, who say they could result in 
excessive censorship, end internet privacy and overturn 
encryption.53

On 28 May 2020 US President Donald Trump signed 
an executive order54 seeking to restrict the scope of safe 
harbour available to social media platforms, mainly by 
calling for a new interpretation of the ‘Good Samaritan’ 
clause in the CDA. This clause protects platforms 
from liability for good faith attempts at moderation, 
even if the moderated content is constitutionally 
protected. After Twitter flagged two of his tweets as 
factually false, Trump alleged political bias, and the 
executive order seeks new rulemaking to define the 
extent of ‘good faith’ in moderation practices.

While there is some doubt among experts about the 
legal validity of this executive order,55 the American 
approach is shifting to require more from platforms. 
In fact in June 2020 the Department of Justice 
proposed changes to the immunity given to online 
platforms. These are based on principles intended to 
ensure that ‘tailored changes to immunity to make 
the internet a safer place would not unduly burden 
large tech companies’, preserve competition, retain 
core immunity for defamation to preserve free speech, 
and distinguish between hosting defamatory content 
and content that facilitates or constitutes federal  
criminal activity.56

While most jurisdictions granted wide exemptions to 
intermediaries from liability in the early years, there is 
a move to impose greater accountability on them due to 
increasing violent, terroristic, and sexually exploitative 
content, and widespread infringements of intellectual 
property rights.

II.2.	 Intermediary Law in India
Under the IT Act, intermediaries are shielded from 
liability for illegal content posted by third parties, as 
long as they had no knowledge of its illegality and 
exercised due diligence. An online platform’s liability 
for content posted on it by users first became a topic of 
discussion in 2004, when a clip of an infamous MMS 
scandal was posted for sale by a user on Baazee.com, 
an e-Commerce platform owned by eBay. In 2008 
the IT Act was amended and a more detailed section 
on IL replaced the old one. In 2011, Intermediary 
Guidelines were introduced to further clarify the 
‘due diligence’ required of intermediaries. This

introduced a standard of notice and takedown, under 
which platforms are bound to take down content 
deemed to have violated intellectual property rights, 
or that is otherwise unlawful, upon receiving the 
prescribed notice.

Despite revisions, Indian IT law is inadequate to 
contend with new challenges. It continues to define 
an intermediary widely and without functional 
distinctions, leading to confusion about the intended 
outcomes of rules proposed to tackle challenges such 
as hate speech and disinformation. In July 2018 the 
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Union Minister for Information Technology told 
Parliament about the rising instances of violence because 
of fake news, saying there was a need to strengthen the 
implementation aspects of Section 79 of the IT Act, 
which deals with IL.57

The Government proposed new Draft Intermediary 
Guidelines (Amendment) Rules in 2018 to pin 
greater responsibility on intermediaries. These create 
several new obligations, such as a rule requiring 
intermediaries to ensure the traceability of messages 
on their platforms, and a rule mandating automated 
filtering of unlawful content. The Government has 
also demanded greater cooperation from end-to-end 
encrypted communication apps such as WhatsApp 
in tracing the origins of fake news.58 Civil society 
organisations have expressed concern that proactive

filtering obligations will lead social media platforms to 
err on the side of caution by over-censoring, rather than 
risk penalties, leading to reduced freedom of speech 
online. While there is an undeniable need to impose 
greater responsibility on online intermediaries, states 
like India are struggling to find a balanced solution.

Therefore, while existing intermediary liability 
approaches need updating, the process of reforming 
them remains unclear. The question impacts several 
individual rights including the right to free expression. 
It also affects the right to privacy, recently held 
by the Supreme Court to be a fundamental right  
under the Constitution.59

Table 3: Benefits and Challenges of 
Popular Intermediaries 

Type of Intermediary Benefits Challenges

Social media platforms 
(Facebook, Twitter, etc)

Easy communication and 
community building, 
facilitate free speech, a 
marketplace of ideas

Hate speech, political 
propaganda, disinformation  

and misinformation

Content hosting platforms 
(YouTube, TikTok, etc)

Provide a platform for 
creativity and expression, 

give rise to new creators and 
a digital creative economy

Copyright infringing materials 
may be shared and circulated, or 
unlawful content such as child 
sexual abuse material, violent 

content, or terrorist propaganda 
and recruitment videos

End-to-end encrypted 
communication platforms 
(WhatsApp, Telegram, etc)

Secure communications 
protect privacy by making 

the illegitimate interception 
of messages impossible

Law enforcement agencies 
have trouble monitoring 

and intercepting these 
communications,  

benefiting criminals
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As seen in the above table, intermediary regulation 
requires policymakers to ensure a balance between 
the benefits wrought by these intermediaries and 
the concomitant challenges. Additionally, any legal 
changes are bound to affect technological innovation 
and economic growth.

Given the various types of intermediaries and differences 
in the issues they face, policymakers may want

to choose between the following two approaches. 
First, regulation that is premised on a taxonomy of 
the different kinds of intermediaries. Alternatively, 
regulation that is made through specific laws dealing 
with a singular issue, for instance fake news. Some of 
these best practices are analysed below.

While current intermediary liability 
frameworks need to be updated, a 
balanced approach is required

II.3.	 Best Practices

II.3.(i) Laws based on types of 

intermediaries

India’s IT Act follows a one size fits all approach to 
regulating intermediaries. Its expansive definition of 
an intermediary60 covers everything from social media 
platforms to internet service providers and cyber cafes. 
But intermediaries are heterogeneous, with varying 
degrees of control over the content transmitted through 
them. The set of tools and mechanisms available to 
a cybercafe operator are different from an ISP who 
operates at scale. Similarly, while the operator of a 
social media platform can remove content from it, an 
ISP cannot do so.

Several jurisdictions differentiate between classes 
of intermediaries. This gives regulators the 
flexibility to frame rules that are goal-oriented and  
calibrated accurately.
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Table 4: Laws based on Broad Classification of 
Intermediaries

Jurisdiction Law Differentiation of 
Intermediaries

Germany Telemedia Act Applies to ‘providers of electronic information 
and communication services’ except when they are 
providing telecommunication services. The Act 
distinguishes between content and carriage.61

Australia Telecommunications Act Separately defines ‘carriage service providers’ and 
‘content service providers’.62

European Union Digital Services Act, Digital 
Markets Act

The DSA applies to all Online Intermediary Service 
Providers (OIPs) offering services within the EU 
(including internet access providers, domain name 
registrars, cloud and web hosting services, online 
marketplaces, app stores, collaborative economy 
platforms and social media platforms) irrespective 
of their establishment or residence, and places 
enhanced obligations on platforms with more 
than 45 million users.63

The DMA contains a separate definition for 
‘gatekeepers’ i.e. platforms such as Amazon, 
prohibiting them from using competitors’ data to 
their advantage, and enforces interoperability and 
data portability for consumers.64

II.3.ii Laws based on threshold limits

The IT Act is an omnibus law that deals with various 
issues relating to the internet. However, several coun-
tries have imposed threshold limits on intermediaries 
defining the point at which such laws can apply to 
them.

Some threshold limits are an acknowledgment of the 
network effects that play out on large social media plat-
forms.65 The influence and impact of social media sites 
multiply with a larger number of users,

and it is important to tailor intermediary liability 
obligations accordingly. For instance, Germany’s 
Netzwerkdurchsetzungsgesetz (NetzDG) applies to 
social network platforms with more than two million 
users. NetzDG imposes an active obligation on large 
entities to take down content deemed ‘manifestly 
unlawful’ within 24 hours. The law has been opposed 
by activists who say it is tantamount to forcing 
companies to censor on behalf of the government, and 
will lead to unaccountable and overbroad censorship.66 
In the Indian context such a law, so far as it places an 
obligation upon platforms to make decisions about the
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legality of content, would fall foul of the judgment of 
the Supreme Court in Shreya Singhal v Union of India. 
Here, while striking down a provision in the IT Act,67 
the Court said that competent public authorities and 
not private companies such as the ones running these 
platforms should be in charge of making decisions 
about the legality of content.68

The European Commission announced similar 
threshold based obligations in December 2020. If 
passed, the Digital Services Act would introduce new 
requirements for platforms, especially those with more 
than 45 million users each (designated as Big Tech). It 
includes algorithm transparency requirements so users 
can know the main parameters used to rank content, as 
well as risk assessments for potentially illegal content. 
Fines of up to 6% of turnover can apply in case of 
failure to comply.69

Attaching greater obligations to large entities ensures 
that smaller players are not unduly burdened with 
onerous obligations, while harm is regulated on the 
biggest platforms. Conversely, if multiple jurisdictions 
impose different thresholds, it could become harder for 
smaller companies to expand into the global market. A 
multiplicity of compliance requirements may prevent 
the rise of the next Facebook or Twitter, strengthening 
the existing players’ hold on the global market.

To prevent such outcomes, thresholds or norms may 
be harmonised via international treaties or agreements. 
A parallel to this principle is seen in global discussions 
on digital taxation: the Organisation for Economic 
Cooperation and Development is currently in the 
process of formulating threshold limits for states so 
they can levy taxes on digital goods and services.70

II.3.iii Laws based on specific issues

Unlawful content

Many states have also passed laws specific to certain 
issues of online intermediaries. Australia passed the 
Criminal Code Amendment (Sharing of Abhorrent 
Violent Material) Act in 2019 shortly after the 
Christchurch mass shooting. The law makes it an 
offence for an ISP or social media service provider to fail 
to report and remove material that they think records 
or streams ‘abhorrent violent conduct’ that occurred in 
Australia.

Both the NetzDG and the Criminal Code Amendment 
also make a distinction based on the gravity or 
offensiveness of the material in question. In India, 
after an intermediary receives ‘actual knowledge’

in the form of a government notice or court order 
relating to unlawful content, or ‘specific knowledge’ in 
the form of a notice of infringement from a particular 
rightsholder, it has 36 hours to remove the content 
in question. In Germany on the other hand, a social 
media intermediary would be required to remove 
content that is ‘manifestly unlawful’ as defined under 
NetzDG within 24 hours. If the content’s illegality is 
not obvious, it has up to seven days.71 The absence of 
a strict legal standard or guidelines to determine what 
counts as obviously illegal is problematic, as it shifts the 
burden of making what is essentially a judicial decision 
onto the platform.
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Jurisdiction Takedown Requirements

India •	 On receipt of ‘actual knowledge’ in the form of a government 
notice or court order relating to unlawful content – 36 hours

•	 On receipt of ‘specific knowledge’ in the form of a notice of 
infringement from a copyright holder – 36 hours.72

Germany Once a social media platform receives a complaint through a com-
plaint mechanism it is required to set up: 

•	 Content that is ‘manifestly unlawful’ – 24 hours

•	 All other cases of illegal content – 7 days

Australia Not removing ‘abhorrent violent material’ (material that depicts acts 
of terror, murder, rape or kidnappings) ‘expeditiously’ is an offence. 
While there is no defined timeframe, the Explanatory Memorandum 
states that ‘the type and volume of the abhorrent violent material, or 
the capabilities of and resourcing available to the provider’ may be 
relevant factors.

Additionally, in the second reading speech, which courts can use to 
interpret the law, the Attorney-General condemned the fact that vid-
eo of the Christchurch shooting was broadcast without any interfer-
ence for 17 minutes, and that it was available for almost an hour and 
ten minutes before the first attempts were made to take it down. The 
speech indicates that an expeditious timeframe would be calculated in 
terms of hours and minutes, rather than days.

Table 5: Takedown Requirements 

Other jurisdictions also have specific laws to deal with 
fake news, such as Singapore,73 and revenge porn, such 
as Japan.74 While no statute has been enacted in India to 
deal with a specific online issue, some laws such as the 
Indecent Representation of Women (Prohibition) Act 
of 1986 were amended to extend to the online sphere.75

Issue specific laws may be a useful way to target 
problematic content across the internet value chain. 

But the design of such laws is also an important factor 
– Singapore’s Protection from Online Falsehoods and 
Manipulation Act (POFMA) has received criticism 
and legal challenge from the opposition Singapore 
Democratic Party on the grounds that it was used for 
political censorship.76

As seen above, it is possible and even advisable to adopt 
a variety of mechanisms to deal with the nuances of 
intermediary liability. Specific laws to target 
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an issue like fake news have the advantage of being 
able to tackle misinformation across a variety of media 
- some that would qualify as intermediaries, like social 
media platforms, and others like curated online news 
portals that may not.

Intellectual property rights (IPR) 

issues

Courts in India treat cases of IPR violations exceptionally 
and have interpreted the meaning of knowledge 
differently for copyright infringing content and other 
unlawful content. The actual knowledge standard 
for the removal of unlawful content is met when an 
intermediary receives a notice from a government 
agency or court order.77 In the case of IPR violations, 
however, the aggrieved can approach the platform giving 
it specific knowledge in the form of specific information 
about infringing content from the rightsholder.78

These different standards of knowledge indicate a more 
nuanced treatment of the removal of content. They make 
it clear that intermediaries are not required to actively 
search for and remove unlawful content (as this would 
be a huge burden given the sheer volume), but must 
instead take it down when they receive actual or specific 
knowledge. Courts have held in subsequent cases that 
an obligation to proactively find and remove unlawful 
content cannot be thrust upon intermediaries.79

Similarly, the EU Directive on Copyright in the Digital 
Single Market80 aims to increase the responsibility of 
intermediaries for copyright infringing content on their 
platforms. It has been the subject of some controversy. 
Article 15 (earlier Article 11) of the Directive, known as 
the ‘link tax’, imposes a requirement on news aggregators 
to pay publishers for using extracts from their articles. 
Article 17 (earlier Article 13) known as the ‘meme ban’, 
requires content sharing service providers to proactively 
filter copyright infringing content on their platforms. 
This could take the form of automated filters. These 
haven’t yet come into effect as member states are given a 
period of two years to process them into domestic law.

The United Kingdom decided not to implement 
the Directive after its exit from the European Union, 
citing a desire for greater domestic flexibility in digital 
regulation.81 There is also opposition to imposing 
digital filters in countries such as Germany, where civil 
society organisations are preparing a legal challenge to 
the domestic implementation of the Directive which 
they say results in overbroad censorship.82

It is a challenging objective to strike a balance between 
the concerns of copyright holders and the freedom of 
expression. It will require an innovative mix of regulation 
and technology, and cooperation between governments 
and the large intermediaries. The technological solutions 
themselves should be goals based. For instance, instead 
of prescribing a particular method or technology for 
achieving a certain outcome, regulators can focus on the 
desired outcome, and incentivise companies to tailor 
solutions flexibly. Smaller players may also benefit from 
the trickle down effect of such technology if regulators 
nudge the most powerful players to innovate and create 
solutions. An improvement in AI-based filtering for 
copyright content, for instance, would help fight piracy 
across platforms.
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II.4.	 Co-Regulatory Model

A co-regulatory approach may help governments 
achieve the regulatory balance required to foster 
innovation. In this model, while objectives are set 
through legislation, the state and private platforms 
collaborate to attain them. This model also allows 
other stakeholders to participate and share supervisory 
power. The diversity of players ensures the constant 
revision of benchmarks through regular assessment and 
reviews. It also ensures that public authorities can step 
in, in case of failure. The EU’s regulatory framework 
acknowledges co-regulation and self-regulation as one 
of the pillars of their IL regulatory overhaul.83

Features of Co-Regulatory 
Standards 

Co-regulatory standards can be 
characterised by the following: 

•	 participation and power sharing
•	 multi-level integration 
•	 diversity and decentralisation 
•	 deliberation among multiple  

stakeholders 
•	 flexibility and revisability 
•	 experimentation and knowledge 

creation84

European Parliament’s Suggestions for 
Shaping Digital Regulations

Box 3

The European Parliament in its report on Reform of the EU Liability Regime for Online 
Intermediaries released May 2020 suggested some workable measures which may be useful 
for shaping regulations in the digital landscape. Some of these measures propose that the 
EU:
•	 Define the essential public values and establish a multi-stakeholder process for develop-

ing commonly agreed regulations, codes of conduct, terms of use and technologies.
•	 Adopt a vertical approach under which distinct actions would be tailored to diverse 

wrongdoings, e.g. notice-and-notice85 for copyright, notice-wait-and-takedown86 for 
defamation, and notice-and-takedown and notice-and-suspension87 for hate speech.

•	 Incentivise digital entities and users to detect illegality, while minimising the risks and 
the costs of errors and safeguarding a balance between the different human rights at 
stake. This can be done by encouraging moderation on a best effort basis, which plat-
forms may avoid at present for fear of being seen as active and consequently losing safe 
harbour, through a ‘Good Samaritan’ clause like the one found in 230 CDA.

•	 Ensure algorithmic transparency so algorithms do not systematically favour any polit-
ical, ideological or religious opinion, or give preference to content that is their own or 
produced by an affiliated company.
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•     Countries may choose to frame regulations 
       according to the issue, or the type of 
       intermediary.

•     Some jurisdictions apply the law based on 
       threshold limits for the intermediary.

•      Co-regulatory models of regulation exclude the 
       disadvantages of self-regulatory and rigid 
       government-controlled models.

II.5.	 The Future Indian Imperative

The legal frameworks for intermediaries are in a 
state of flux. The forthcoming Digital Services Act 
in the EU will change the established framework of 
its E-Commerce Directive. Germany and Australia 
have already imposed greater liability on social media 
platforms, on the basis of potential harms. Even the 
USA’s 230 CDA, celebrated as ‘the twenty-six words 
that created the internet’,88 has been diluted, as seen 
with the FOSTA-SESTA package discussed above. 
India, with its large and untapped market, is in an 
influential position. It should aim to play a central role 
in international conversations around setting norms 
for IL and by exploring workable co-regulatory models. 
The words of India’s future IT laws could shape the 
internet for years to come.
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III.	 Data Governance
KEY TAKEAWAYS

•	 A multiplicity of laws governing data can 
lead to regulatory uncertainty and leave 
wide scope for judicial interpretation.

•	 The IT Act is the nodal law governing 
platforms which collect and process data. 
Specifying rules for non-personal data un-
der the Act will reduce the scope of regula-
tory arbitrage by centralising enforcement.

•	 Data ownership and IPR concerns about 
the sharing of non-personal data should 
be settled before a data-sharing framework 
is designed.

•	 A framework for data ethics may be key to 
a trust-based model that doesn’t overbur-
den businesses or stifle innovation.

•	 Transparent cybersecurity regulation is 
essential for a reliable and secure trust 
framework of data sharing.

By 2025 it is expected that 463 exabytes of data will 
be created worldwide each day.89 Data has evolved 
from being a by-product of the digital economy to 
becoming its driver. The fourth industrial revolution is 
data intensive by design. Moreover, data is considered 
an infinite and non-rivalrous resource that can be used 
by several entities simultaneously. These characteristics 
challenge traditional notions of ownership.

The more the data shared, the more value can be 
derived from it. Not just the quantity but data quality 
too determines the value extracted from it. Specifically, 
in terms of big data, the variety and veracity of data are 
important ingredients of data quality. Veracity refers 
to the accuracy of data: at present most of the data 
collected is unstructured and unreliable. Each year poor 
data quality costs USD 3.1 trillion to the US economy 
alone.90 Variety, on the other hand, is crucial for training 
AI systems. An absence of variety can lead to issues 
like algorithmic bias. For instance, research suggests 
that most facial recognition software has no problem 
identifying Caucasian males, but may frequently 
misidentify women of other ethnicities.91

The current and future value of data brings its governance 
to the forefront of the global policy agenda. The tussle 
between policy objectives like security and privacy is 
also prominent in the data governance discourse. This 
chapter assesses the existing data governance framework 
in India and suggests ways to plug the gaps in it through 
the IT Act, based on global best practices.

The challenge is to create a governance framework that 
balances data flows and domestic policy objectives
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III.1. Data Governance Challenges

India’s data governance relies on a patchwork of 
conventional legislations that are unable to address new 
notions of ownership, consent, accountability, agency, 
etc. However, the discourse on data governance is in a 
state of flux globally, and centres largely on three basic 
principles: data ownership and control, protection of 
personal information, and data flows.

III.1.i Data Ownership and Control

There is no statutory basis of ownership of data under 
Indian laws. While ownership of datasets or databases 
is governed by the Copyright Act, there is ambiguity 
in ownership of the data constituting the database or 
dataset. The global discourse on data governance is 
increasingly treating data as property. Like physical 
property that can only be transferred, sold, licensed, 
or modified by its rightful owner, identifying the 
rightful owner of data may be essential to determining 
the attendant rights attached to it. But ownership 
rights in physical property are manifest in an either-
or binary, whereas the corresponding rights vested in 
data are layered and difficult to determine. Some of 
these complexities are discussed below.

Ownership in personal information

The emerging jurisprudence with respect to personal 
information appears to recognise personal ownership. 
Property rights in data have led to concerns about 
balancing data use with adequate protection of individual 
rights. Further, control over data is often conflated 
with ownership, a confusion that emanates from data 
protection legislations, since data protection regimes 
intend to give data subjects or principals some degree 
of control over their data. The idea of data ownership, 
where data subjects/principals are considered owners of 
their data, may lead to a variety of demands that throw 
up challenges to data governance. 

For example, the concept of individual ownership 
of personal data may reduce data to a commodity, 
generating expectations of compensation for its use. A 
survey of 1,000 respondents in the USA revealed that 
79% expected compensation each time their data was 
used.92 Conflating control over personal information 
with ownership may also misinform policymaking or 
legislation. The idea of full ownership rights to personal 
data provided the conceptual framework for the Own 
Your Own Data Act of 2019.93 The law envisages 
‘exclusive property right in the data that an individual 
generates on the internet’ and mandates social media 
platforms to seek licences from users to use their data. It 
also requires social media platforms to allow users access 
to information derived from analysis of their personal 
data. This approach extends the concept of privacy in 
a manner that may introduce friction in the free flow 
of information. Conversely, an expression of property 
rights in data may result in frivolous litigation. It also 
has the potential to undermine user privacy, as users may 
trade their private information for little value.94 India’s 
Personal Data Protection Bill of 2019, in its current 
form, would not confer the unrestricted right to dispose 
of one’s personal information. It gives data principals 
limited rights, with exceptions where processing can 
take place without consent. In cases of non-personal 
data derived from personal data, the ownership issues are 
currently being debated.
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Ownership as per NPD Committee 
recommendations

Ownership through intellectual 
property rights

Intellectual property claims in data ownership 
emanate from copyright or are asserted under 
confidential information protection mechanisms 
like trade secrets.96 Copyright in data is tied to acts of 
creativity involved in generating data.97 For example, 
the copyrightability of databases has been settled by 
two multilateral treaties, the Berne Convention for 
the Protection of Literary and Artistic Works and the 
Agreement on Trade-Related Aspects of Intellectual 
Property Rights. India has signed and ratified both 
multilateral treaties.

Computer databases in India are protected as literary 
works under Section 2(o) of the Copyright Act 1957. 
Historically, courts recognised the effort expended 
in compiling facts and protected such compilations 
to prevent the unjust enrichment of competitors, in 
what is known as the sweat-of-the-brow doctrine. But 
in 2007 copyright jurisprudence in India underwent 
a shift. It now recognises the ‘modicum of creativity’ 
doctrine to determine the copyrightability of 
compilations.98 The doctrine protects a compilation 
as an original work, as long as a sufficient level of 
intellectual creativity and judgment has gone into the 
creation of that work. The question that still stands 
is: Will databases compiled through machines enjoy 
copyright protection?

The application of IPR law to datasets is clear but not 
so in the case of the data underlying them. Article 2(8) 
of the Berne Convention provides that the ‘protection 
of this Convention shall not apply to news of the day 
or to miscellaneous facts having the character of mere 
items of press information’. This may be interpreted 
to mean that while some facts are not copyrightable, 
others may be. The ambiguity is further confounded 
by Article 10(2) of the TRIPS agreement, which 
states that:

The Kris Gopalakrishnan Committee Report on 
Non-Personal Data (NPD Report) recommends a 
regulated framework for access to raw and low to 
moderately processed data. 95 The report recommends 
three categories of data based on its source and the 
entity that collects it: Public non-personal data will 
be data collected or generated by the governments and 
considered a national resource. Private non-personal 
data will be privately owned by the organisations 
collecting or producing it. And for community non-
personal data rights will vest in the data trustee of the 
concerned community which will benefit from its use. 
Without going into the specifics of data ownership, the 
report suggested mandatory sharing of private NPD 
that pertains to the community. This included raw 
data to be shared at no remuneration andsome levels 
of processed data at non-market-based remuneration. 
Such classifications created a competing interest in 
data ownership since rights in databases already vest 
under the Copyright Act. Vide a subsequent report 
dated December 16, 2020, the committee sought 
to mitigate this conflict. It recognised proprietary 
rights in databases, emanating from two sources – 
copyright and trade secret. In a departure from its 
initial recommendation, the committee watered down 
mandatory sharing requirements vis-à-vis databases 
involving the element of intellectual creativity in its 
compilation. However, the committee clarified that 
data sharing can be mandated for certain designated 
‘high-value data sets’. 

It is important to point out that the phrase ‘high-
value data sets’ has not been defined and is thus open 
to broad interpretation. Therefore, while the updated 
recommendations try to harmonise non-personal data 
governance and intellectual property protections, 
the conflict between the two continues to exist, albeit 
partially.
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Compilations of data or other material, whether in 
machine readable or other form, which by reason of 
the selection or arrangement of their contents constitute 
intellectual creations shall be protected as such. 
Such protection, which shall not extend to the data 
or material itself, shall be without prejudice to any 
copyright subsisting in the data or material itself.

While the language of this provision recognises that 
copyright protection doesn’t extend to the data or 
material constituting a database, it does not foreclose 
the issue of their copyrightability. Thus, the question 
around the copyrightability of underlying data in 
a database, and by extension the question of its 
ownership, remains unresolved. It is clear however 
that copyright protection will apply as long as 
sufficient levels of intellectual creativity were involved 
in generating the data.

Protecting personal data assumes greater priority in the 
domestic policy agenda for two broad reasons. First and 
foremost is the recognition of informational privacy as 
a fundamental right in the Supreme Court judgment in 
Justice K.S. Puttaswamy (Retd.) and Anr. v. Union of 
India and Ors.99 The second reason is the centrality of 
personal data to the digital economy, it being the engine 
that powers recommendation engines, personalisation 
algorithms and so on.

Even non-personal data derived from personal data runs 
the risk of re-identification, requiring protection. The 
NPD Report acknowledges this need and recommends 
a different treatment for NPD whose underlying data 
is sensitive or critical personal data. For these reasons, 
the regulatory framework for NPD must contain 
provisions to give it adequate protection. Concerns 
of inadequate protection for NPD are exemplified in 
the proposed Personal Data Protection Bill. Although 
a provision in the Bill mandates the sharing of NPD 
with the Government, neither the Bill nor any other 
regulatory framework affords protection to such data. 
As re-identification of data can negate individual 
privacy, there is a need to harmonise the personal and 
non-personal data frameworks.
 

III.1.ii Data Protection

The Risk of De-Anonymisation

Anonymisation tools are not foolproof. Research by the Université 
Catholique de Louvain and Imperial College London reveals that 
anonymised datasets can easily be reverse engineered using 
machine learning to re-identify individuals. The study found that 
99.98% of subjects could be correctly re-identified in any available 
‘anonymised’ dataset by using just 15 characteristics, including 
age, gender, and marital status.100
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III.1.iii Enabling data flow

A lack of trust between stakeholders (governments, 
businesses and individuals) impedes the free flow of 
data within a country and across its borders. Data access 
and sharing come with risks that range from breach 
of confidentiality or privacy to violation of public 
and private interests. Not addressing these concerns 
through appropriate norms results in the erosion of 
trust, which impacts the quality of data and introduces 
friction in its access and free flow.

Data access and sharing at the 
domestic level

Fostering community trust in the way data is collected, 
managed, processed, shared and used is critical to the 
digital economy. A trust deficit impacts individuals as 
well as businesses and often has cascading effects. An 
individual concerned about privacy breaches may for 
instance furnish incorrect information about themself, 
leading to poor data quality and inaccurate data 
analytics, ultimately impacting business models too.

A primary concern at the individual level is breaches 
of privacy and the misuse of personal information. 
For businesses and other organisations, these concerns 
pertain to the protection of their commercial interests. 
For example, the NPD Committee recommended 
that privately owned non-personal raw data should be 
shared without remuneration. Notwithstanding the 
fact that data is non-rivalrous and can be reused, such 
sweeping provisions may disincentivise investments in 
data assimilation technologies.

Asymmetries in the protection standards adopted 
by different organisations may also foster distrust 
between participants in a data market. For instance, an 
organisation employing sophisticated data protection 
standards may not be inclined to share such data with 
another that does not match those standards, putting 
smaller businesses at a significant disadvantage.

Cross-border data flows

Policymakers are not confident that domestic policy 
objectives will be met if citizens’ data flows out of their 
territorial jurisdiction.101 Concerns of law enforcement, 
abuse of data, unfair competition, taxation of the 
digital economy and increased cyberattacks are driving 
countries to adopt regulatory frameworks that restrict 
free data flows and access. An estimated 200 data 
regulations are in force worldwide,102 and the overall 
level of restrictiveness by this measure nearly doubled 
between 2006 and 2016.

Other legitimate sovereign concerns may range from 
securing hypersensitive data like military or defence 
information or protecting critical infrastructures like 
financial systems or energy grids. These exceptions have 
been recognised under plurilateral trade agreements 
like the Comprehensive and Progressive Agreement for 
Trans-Pacific Partnership (CPTPP),103 Articles 14.11.3 
and 14.13.3 of which identify permissible exceptions for 
cross-border data flow restrictions, and allow members 
to adopt data localisation measures to achieve legitimate 
policy objectives, provided these measures are not 
unjust, arbitrary or excessive.
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III.2.	 Trust and Data Governance
In light of the concerns discussed above, an environment 
that facilitates frictionless data flows both domestically 
and globally can be fostered through mechanisms to 
enhance trust between governments, businesses, and 
individuals.

The Osaka Track, a process initiated at the G20 Summit 
in 2019, aims to expedite efforts in international 
rulemaking for the digital economy, especially initiatives 
related to data flows and e-Commerce. The Osaka 
Leaders’ Declaration states that legal framework sboth 
domestic and international should be respected.

Roadmap for Enabling Cross-border Data Flows

Box 4

In June 2020 a joint study involving the World Economic Forum, Bahrain Economic 
Development Board, and a cohort of organisations from around the world developed a roadmap 
for enabling cross-border data flows.104 The study identified global best practices and makes six 
broad recommendations:

1.	 Allow data to flow by default, by adopting a de-minimis approach to localisation.

2.	 Establish national frameworks to protect personal information and complement these 
with laws protecting proprietary rights.

3.	 Enact a transparent cybersecurity legislation in line with international standards.

4.	 Establish cooperation mechanisms between national authorities to hold governments 
accountable for the security and confidentiality of the data they share.

5.	 Encourage technical standards to increase interoperability, facilitate data portability 
between businesses, and encourage data publishers to ensure the integrity of data.

6.	 Future-proof the policy environment by allowing alternative models, such as federated 
learning models and data trusts, that can fulfil the spirit of cross-border data flows.

The frameworks must be interoperable to allow data 
to flow more freely. It thus seeks to strike a balance 
between sovereignty and global economic interests. It 
is pertinent to note that India (along with South Africa 
and Indonesia) refused to sign the Osaka Declaration 
on Digital Economy. India believes that deliberations 
pertaining to data governance must be held within the 
context of the World Trade Organisation.
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Community trust in data is another crucial 
element that facilitates the use of quality data. An 
emerging method used to safeguard trust without 
burdening businesses or stifling innovation through 
overregulation is through the creation of a data 
ethics framework: a set of principles guiding the 
appropriate and responsible use of data. Prominent 
jurisdictions where such a framework is being 
explored include the UK105 and Denmark.106 Yet the 
scope of such frameworks varies across jurisdictions, 
with the UK limiting it to the public sector and 
Denmark proposing wider applications to include 
business processes. Key elements constituting such 
a framework include: maintaining transparency in 
the use of data, mandating businesses to formulate 
a data ethics policy, and incentivising data-ethical 
business models and data sharing practices.

Data Ethics Framework: 
A Step towards Fostering 

Trust

Box 5

Fostering trust goes beyond legally mandated 
safeguards. Uses for data are expanding at a rapid 
pace and it is difficult for lawmakers to foresee 
possible scenarios where data may find application. 
Moreover, applications of data can have moral and 
ethical connotations which statutory laws may 
not be able to address. Consider the Cambridge 
Analytica scandal, where personal data from 
millions of Facebook profiles was harvested for 
commercially motivated political campaigns. While 
Facebook allows researchers access to user data for 
academic purposes, it prohibits the use of such data 
for commercial purposes.107 Users’ consent to collect 
such data had been obtained only for academic 
purposes.108 Even with all reasonable safeguards in 
place, however, the data was misused.

Another issue, which may not be patently illegal but 
has moral and ethical implications, is of algorithmic 
bias. The ramifications of algorithmic biases are 
particularly severe when they are used in making 
rights-based determinations. An example is the Risk 
Assessment Instruments - a class of algorithmic 
tools designed to predict an individual’s future risk 
of criminal misconduct - used in courts to inform 
decisions like who can be set free on bail. In the US 
these tools have been found to exhibit bias against 
non-White persons. Some assessments revealed that 
Black Americans were 77% more likely to be pegged 
as being at higher risk of committing a future violent 
crime, and 45% more likely to be deemed to commit 
a future crime of any kind.109

III.3.	 Enabling Free 
Data Flows with Trust: 
Role of the IT Act
Data governance in Indian law is in a state of flux. At 
present the IT Act is the sole legislation governing 
data protection and transfer. The proposed PDP 
Bill and the NPD Committee’s recommended 
governance framework are intended to regulate data 
flow.

India may consider incorporating good principles of 
data governance within the IT Act. This may help 
avoid the unintended consequences of multiple laws 
governing the same subject matter. As the IT Act is 
the nodal law governing platforms that collect and 
process data, specifying principles to govern this 
process will reduce the scope of regulatory arbitrage. 
The following table seeks to identify the challenges 
to frictionless data flows, and suggests solutions 
based on global best practices.
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Vertical Challenge/s Solution

Technical Interoperability Collected data is either 
unstructured or structured in 
distinctive ways. This makes 
cross-functional use of data 
with other datasets difficult. 
It also deters horizontal use of 
data across different industries.

Incentivise businesses to adopt 
similar standards for data, 
without prescribing a standard. 
This will allow for a market-
based response.

Data Portability Vendor lock-in, or 
disincentivising a switch from 
one vendor to another through 
prohibitive costs or unfair 
contractual clauses. In cases 
like cloud services, vendor 
lock-in happens due to distinct 
technical standards  
and architecture.

Disincentivise or prohibit 
vendor lock-in practices and 
promote data portability.

Alternative Data Sharing 
Models

Innovative data sharing models 
like federated learning110 have 
not been explored.

Create space for businesses 
to explore such models on 
fair, reasonable and non-
discriminatory terms.

Data Provenance Data provenance or lineage 
refers to metadata that records 
its origin, changes etc. thus 
protecting the authenticity and 
integrity of data. The concept 
has not been recognised or 
prescribed under 
 the framework.

Encourage the use of 
technologies like blockchain to 
record the history of data since 
it was collected, to 
 ensure authenticity.

Data Ethics Difficult for lawmakers to 
foresee possible scenarios where 
data may find application. 
Statutory laws may not be able 
to cater to ethical and moral 
dimensions of its use.

Mandate a data protection 
standard that incentivises ethical 
conduct and data sharing. Use 
self-certification mechanisms to 
reduce compliance burden.

Table 6: Suggested Principles for 
Data Governance
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IV.	 Encryption and 
Law Enforcement 
Access

KEY TAKEAWAYS

•	 Regulations on encryption must balance 
the rights of privacy and free expression 
with law enforcement agencies’ ability 
to intercept communications in  
limited cases.

•	 One approach is to require technology 
companies to install backdoors or systemic 
vulnerabilities, as seen in Australia. It has 
been criticised as creating larger security 
risks  and may do more harm than good.

•	 An alternate approach, seen in Germany, 
is to improve the hacking capabilities 
of law enforcement. This has made 
Germany a world leader in encryption 
technology while meeting the needs of law 
enforcement access. Yet the use of malware 
by government agencies has drawn strong 
opposition from civil rights organisations. 
The Constitutional Court has held that 
any surveillance must be within the 
bounds of the German Basic Law.

•	 Any balanced framework of interception 
should ensure adequate checks and 
balances for oversight, accountability and 
transparency in the process. The UK’s 
Interception of Communications Code 
of Practice is an example of such checks 
and balances.

IV.1.	 A Modern 
Problem

Encryption refers to the process of scrambling information 
such that its contents are accessible only to those with the 
decryption code or key. Traditionally only governments, 
militaries, intelligence services or businesses used 
encryption to protect secrets, but today messaging services 
such as WhatsApp and Telegram provide secure, end-to-
end encrypted platforms for anyone with a smartphone. 
Several other encryption tools such as the Pretty Good 
Privacy (PGP) software program are widely accessible and 
can be used to encrypt data. The Onion Router (Tor) also 
allows users to encrypt their internet traffic,111 and virtual 
private networks (VPNs) can also be used to encrypt 
internet activity by extending a private network across the 
public internet.112

The emergence of these tools has challenged the ability of 
law enforcement agencies (LEAs) to monitor and intercept 
communications in the course of their duties. Encrypted 
communication services make it hard to detect the spread 
of misinformation, piracy and illegal content such as child 
sexual abuse material. Conversely, growing fear of state 
surveillance particularly after the Snowden revelations in 
2013 has led to demands for encrypted communications 
between individuals.113
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Encryption has now become a complex debate with 
implications for privacy, security and product design. 
Businesses too rely on encryption technologies to 
safeguard sensitive or valuable information. For 
instance, B2B cloud service providers (CSPs) that 
offer data hosting on the cloud often also encrypt 
the information they store, giving a higher degree of 
protection to trade secrets, confidential data and even 
copyright protected materials. Netflix, for instance, 
uses Transport Layer Security (TLS) which includes 
encryption to ensure authentication, confidentiality 
and integrity.114

India’s IT Act115 empowers government agencies to 
intercept, monitor and decrypt information.116 The 
Information Technology (Procedure and Safeguards 
for Interception, Monitoring and Decryption) Rules 
2009 detail the procedures for this. They obligate only 
the holders of the decryption key to decrypt upon 
receipt of an order by the competent authority, defined 
as the Home Secretary at the Union or State level as 
the case may be. However, subordinate officers are also 
empowered to do so in certain conditions.

The end-to-end encrypted nature of some 
communications platforms makes it impossible 
for agencies to enforce decryption. In most cases 
encryption is done through protocols where the 
platform does not have the key, or is implemented 
by a third party.117 Consequently there is an impetus 
to ensure that communications remain traceable via 
government mandate – as evidenced by the Draft 
Intermediary Guidelines released in 2019.118

The following sections outline various international 
approaches to the question of law enforcement 
access. These range from mandating companies to 
help investigators penetrate their encryption, to 
building state capacity to do so without weakening  
encryption protections.

IV.2.	 The Backdoor Approach
A backdoor is a vulnerability in a system’s protection 
that allows easier access than is otherwise possible. It is 
a means to access a particular system that circumvents 
the security measures and mechanisms otherwise built 
into it. A developer may create a backdoor to enable 
them to troubleshoot technical problems, or a hacker 
might install it in a system to compromise it.

LEAs across the world have pushed for access to 
backdoors to aid investigations. Often they have 
demanded that companies build these into their 
products for them. Australia, for instance, passed 
the Telecommunications and Other Legislation 
Amendment (Assistance and Access) Act in 
2018, compelling companies to assist LEAs with 
information access - including building new technical 
tools - upon receipt of a notice from the relevant law  
enforcement agency.

However, state adversaries can also misuse backdoor 
vulnerabilities.119 In the mid-2000s intruders in 
Greece gained access to telephone switches that 
were designed to allow interception by LEAs. The 
intruders monitored and recorded the conversations 
of over 100 senior government officials including the  
Prime Minister.120

Backdoors can also impair the functionality of the 
device or product in question. In 2009 Etisalat, 
the UAE’s telecom service provider, installed a US-
developed spyware program during a routine update 
that would send received messages to a central server. 
Etisalat users suddenly faced crashes, poor reception, 
reduced battery life, and in some cases their handsets 
stopped working.121
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The overall efficacy of the backdoor approach, therefore, 
is questionable as it deliberately introduces systemic 
vulnerabilities. In an era of heightened cyberwarfare 
such vulnerabilities are prone to being used by non-
state entities, such as hackers or cybercriminals, or the 
cyber armies of another state.

IV.3.	 Other Approaches to Interception
Germany has taken a unique approach to law 
enforcement access. Rather than weaken encryption 
through statutory mandates, it builds capabilities 
for governments to hack into devices, with a legal 
framework tailored to support such operations. Its 
2016 Cybersecurity Policy aims to improve ‘security 
through encryption’ and ‘security despite encryption’. 
This policy does not impose limits on encryption, 
indeed German manufacturers are encouraged to 
develop encrypted products for national security. 
It also established a Central Office for Information 
Technology in the Security Sector (ZITiS) to conduct 
vulnerability research and to develop and acquire 
hacking tools and services.122

As a result Germany is now a world leader in encryption. 
While encryption products are protected, the state’s use 
of malware to meet law enforcement objectives has been 
criticised on grounds of enabling mass surveillance.

The scope of the law, initially limited to international 
terrorism and risk to life and limb, was broadened to 
authorise agencies to use hacking as an investigative 
and intelligence technique for 27 serious crimes. 
Some of these were crimes against peace, high 
treason, counterfeiting money or official stamps, and 
distributing child sexual abuse material. Civil society 
groups raised questions about the constitutionality of 
the law, saying it represented an intrusion into privacy 
and may compromise the integrity of a free and fair 
press. This led to a court challenge,123 and in May 2020 
the German Federal Constitutional Court deemed the 
powers unconstitutional in their present form, ruling 
that the conduct of German security and espionage 
services must conform with the Grundgesetz (Basic 
Law or Constitution) even when their operations 
involve foreigners in a foreign context.124

Backdoors exploit vulnerability in the system’s protection. This can lead 
to their misuse.

Germany has not imposed limitations on encryption. It builds state 
capacity to undertake lawful hacking.
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IV.4.	 Checks and Balances 	

Checks and balances are essential to ensure there is no 
misuse of powers of interception and monitoring, as 
this concerns the privacy and freedom of individuals. 
In Germany the G-10 law governs all restrictions of the 
basic right of privacy of correspondence as laid down 
in Article 10 of the German Constitution.125 Any 
interception requires a prior order from the Federal 
Ministry of the Interior126 and the approval of a G-10 
Commission that includes four members appointed by 
the parliament, with approval after the fact acceptable in 
cases of imminent danger.127 Requiring approval from a 
non-executive body such as the G-10 Commission of the 
Parliament is a good way to prevent executive overreach.

The law further entitles people ordinarily to be 
informed about the surveillance they’ve been subject to, 
unless it is undesirable to do so for security reasons.128 
Intelligence agencies are required to answer information 
requests regarding stored personal data. Annual 
reports to the parliament are also required.129 In the 
UK the Interception of Communications Code of 
Practice130 creates similar checks and balances, including 
dissemination and storage of intercepted information, 
warrant and application requirements in some cases, 
and disclosure.131

In Australia the Assistance and Access Act mandates 
that a request or notice must not have the effect of 
‘requesting or requiring a designated communications 
provider to implement or build a systemic weakness, 
or a systemic vulnerability, into a form of electronic 
protection’ or ‘preventing a designated communications 
provider from rectifying a systemic weakness, or 
a systemic vulnerability, in a form of electronic 
protection’.132 According to guidance offered by the 
Australian Department of Home Affairs this means 
that no company can be compelled to remove a form of 
electronic protection such as encryption. If the company 
is not already capable of decrypting something, nothing 
in the Act can require them to build such capability.133 
Additionally, all notices must be reasonable and 
proportionate, with compliance being practically and 
technically feasible.

These checks and balances ensure that the extraordi-
nary powers of interception and surveillance are used 
in a responsible manner keeping in mind the respective 
rights enshrined in international and domestic law.
On the question of law enforcement access, India too 
will have to consider the importance of a system of 
checks and balances. The Puttaswamy judgment134 held 
that any restriction on the right to privacy must follow 
a fourfold test: the action must be sanctioned by law; it 
must be necessary in a democratic society for a legitimate 
aim (that does not transgress the fundamental rights); 
it should pass the test of proportionality (interference 
in individual privacy must correlate with the threat 
posed); and there must be procedural guarantees 
against the abuse of such powers. As seen in Germany’s 
case, oversight by another organ of state such as the 
legislature or judiciary serves as an important check on 
government overreach.

It is vital also to harmonise the IT Act with other laws 
that govern communications interception. For instance 
Section 5(2) of the Telegraph Act 1885 enables Union 
and State governments to direct that telegraph messages 
be intercepted in a public emergency or in the interest of 
public safety. The procedure is described in Rule 419A 
of the Telegraph Rules 1951, which state that such 
directions may be issued by the Union or State Home 
Secretary. But the rules allow for wide exceptions, 
where in ‘unavoidable circumstances’ (a phrase that is 
given no definition) an officer not below the rank of 
Joint Secretary may issue such an order. Further, in 
‘emergent cases’ interception can be carried out with 
the approval of the Head or second-senior-most officer 
of the authorised law enforcement agency.135 There is a 
need to consolidate and harmonise the law relating to 
interception of communications, including by means 
outside the IT Act, and create a system of checks and 
balances which meet the standard set in Puttaswamy.
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While the Government has demanded ‘traceability’ from 
encrypted apps in the Draft Intermediary Guidelines,136 
it remains unclear if this is in effect a demand to remove 
encryption. From the international experiences outlined 
above, introducing backdoors or systemic vulnerabilities 
into these platforms could potentially destroy the 
products and endanger all users.

In Germany, any interception must 
be approved by a Commission that 
includes four members appointed 
by Parliament. People are ordinarily 
entitled to be informed about the 
surveillance they’ve been subject 
to, unless it is undesirable to so for 
security reasons. The UK provides 
for similar checks and balances.

In Australia all notices must be 
reasonable and proportionate, 
with compliance being practically 
and technically feasible.

India must also consider the 
importance of a system of checks 
and balances in line with the 
Puttaswamy judgment.

IV.5.     The Way Forward

While the Government remains adamant on its 
demand for traceability, technical methods of doing 
so without compromising system level encryption 
should be explored and encouraged. An encryption-
friendly approach functions on the understanding 
that encryption technologies are valuable to individual 
privacy as well as important tools in securing sensitive 
commercial information. This perspective moves 
beyond viewing encryption only as a tool used by bad 
actors, and instead acknowledges the role encryption 
can play in countering cyberattacks and enhancing 
cybersecurity.

In 2015 the Draft National Encryption Policy faced 
intense backlash for its anti-encryption stance, and 
consequently MeitY had to issue a clarification exempting 
products like WhatsApp which are encrypted and have a 
large user base. Later the Ministry withdrew the draft.137

In keeping with the law laid down by the Supreme Court, 
it is important to focus on a framework of safeguards for 
the interception of communications by the state. These 
may be judicial or legislative in nature, to check the 
executive’s use of any powers of interception, ensuring 
a balance between the objectives of law enforcement 
agencies and the constitutional rights of the people.

Finally, it is worth exploring India’s potential to become 
a leader in encryption technologies, as Germany has 
done. Our IT workforce can facilitate this and be a part 
of India’s transformation into a hub of digital innovation 
in the 21st century.
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V.   Access and 
Blocking

KEY TAKEAWAYS

•	 Section 69A of the IT Act and the 
Information Technology (Procedure and 
Safeguards for Blocking for Access of 
Information by Public) Rules 2009 form 
the legal framework governing access 
blocking in India.

•	 Website/application blocking is a blunt 
tool. While it may serve the public interest 
in certain limited cases, it must be fenced 
with procedural safeguards.

•	 The existing provisions in Indian law 
are broad and are vulnerable to misuse. 
The number of websites blocked under 
Section 69A increased from 1,385 in 2017 
to 3,635 in 2019.138

•	 While a statutory framework governing 
access blocking is desirable, limiting its 
scope and building in safeguards like due 
process and transparency provisions are 
important to prevent misuse.

States around the world restrict access to online content 
to address a variety of issues. These range from illegal 
content, like copyright infringing material or child sexual 
abuse material, to forms of speech and expression deemed 
improper. Content blocking provisions are usually rooted 
in law, but despite their legal propriety they are prone to 
misuse. For example, China uses a spate of regulations 
to effect nationwide internet censorship and restrict free 
speech.139 Provisions for restricting access are overused in 
India as well: between 2010 and 2018 a total of 14,221 
website URLs were blocked in India,140 and in 2019 alone 
3,635 URLs were removed from public access.141

V.1.	 Efficacy of 
Blocking 

The effectiveness of blocking is questionable even for 
legitimate purposes. This is because blocking access to 
information may not translate into removal of the illegal 
content, and most access restrictions are easily skirted. 
Techniques like IP address-based blocking or URL 
blocking can be overcome by motivated users, by using 
a virtual private network or VPN. To illustrate: despite a 
ban on online pornography in India, traffic data from the 
leading website PornHub revealed a consistent increase in 
traffic from India during March-April 2020.142

Lack of proportionality is another concern with blocking. 
Depending on the technique used, content blocking may 
result in under-blocking, or the over-blocking of lawful 
content. For example, IP address-based blocking uses 
barriers like firewalls to block all traffic to an IP address. 
But a single IP address may host several websites, and such 
blocking often cuts access to lawful content as well.143
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While website blocking is a blunt tool, it is not 
completely ineffective. A 2016 study at Carnegie 
Mellon University suggested that website blocking led 
to changes in consumer behaviour, translating into a 
reduction in piracy. It also indicated that the blocking 
led to an increase in legal streaming platforms like 
Netflix.144

The following section analyses the legal framework for 
blocking online content under the IT Act. It also delves 
into similar provisions in other jurisdictions and seeks 
to identify global best practices that may be adopted to 
check its misuse.

The efficacy of blocking is 
questionable as it is easily skirted 
and may result in the unintended, 
disproportionate blocking of legal 
websites.

V.2.	 Legal Framework under the IT Act

Section 69A of the IT Act and the Information 
Technology (Procedure and Safeguards for Blocking 
for Access of Information by Public) Rules of 2009 
(Blocking Rules) spell out the legal framework for 
blocking websites or URLs in India. While the 
Department of Telecommunications (DoT) may also 
issue blocking orders to internet service providers to 
enforce licensing conditions, they are not the subject 
matter of this report.

Section 69A is an overbroad provision which allows 
the Union government to block any information 
‘generated, transmitted, received, stored or hosted’ in 
any computer, if it is satisfied with the necessity and 
expediency of such action in the interest of the:
•	 Sovereignty and integrity of India
•	 Defence of India
•	 Security of the state
•	 Friendly relations with foreign states
•	 Public order
•	 Preventing incitement to the commission of any 

cognisable offence relating to above.

Orders issued under 69A are binding and violation 
is penalised by imprisonment up to seven years and a 
fine.145  The Blocking Rules detail the procedures that 
need to be followed before a blocking order is issued.

In ordinary circumstances, each blocking request must 
be placed before a Committee for Examination of 
Request,146 which must assess whether the request meets 
the criteria listed above and issue its recommendation 
after allowing the person or intermediary hosting such 
content a chance to represent themselves. Based on the 
committee’s recommendations the Secretary of MeiTY 
may issue an approval pursuant to which an order 
is issued. Although the intermediary is given at least 
48 hours to prepare for the hearing, the Rules do not 
prescribe a time limit within which the intermediary 
must be heard.

The Blocking Rules also provide for conditions of 
‘emergency nature’147 in which the ordinary procedure 
may be bypassed. MeitY recently banned over 200 
applications including TikTok and WeChat under these 
emergency powers. In such situations the order to block 
is issued before the matter is placed before the Committee 
for Examination of Request, and the intermediary is not 
given the opportunity to be heard. They may appear 
before the Committee only after the request to block has 
been brought before it, which cannot be later than 48 
hours after the direction to block. Given that the Rules 
do not define ‘emergency nature’, and that the checks 
and balances for the ordinary procedure are available 
only after the blocking has comeinto effect, they leave 
scope for arbitrary decision making.
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The Rules also require that strict confidentiality be 
maintained about the complaint and action taken.148 As 
a result the blocking order is often not communicated 
to the intermediary and is not made public. While the 
provision may not be unconstitutional, in practice its 
vague and wide sweep is debatable.

Validity of Section 69A: 
Ground Reality 

Box 6

The constitutional validity of Section 69A was called 
into question in Shreya Singhal v. Union of India 
but the Supreme Court upheld its validity stating 
that it had several safeguards. First, blocking can 
only be resorted to where the Union government is 
satisfied that it is necessary to do so. Secondly, such 
necessity is relatable only to some of the subjects 
set out in Article 19(2). Third, reasons must be 
recorded in writing in such a blocking order so they 
may be assailed in a writ petition under Article 226 
of the Constitution.

In practice, however, the implementation of 
these Rules leaves much to be desired. Due to the 
confidentiality clause under Rule 16 no information 
about the complaints and action taken is made 
public. This makes it difficult to discover whether 
an inaccessible website has been blocked, why that 
has happened, and whether the procedures under 
the Rules were followed.

Under the IT Act, blocking is done 
under strict confidentiality and on 
broad grounds.

Blocking can be imposed under 
circumstances of ‘emergency 
nature’ but the term is not defined.

V.3.	 Alignment 
with International 
Conventions 
V.3.i International Principles on Free 

Speech

The United Nations Office of the Commissioner of 
Human Rights has interpreted Article 19(1) of the 
International Covenant on Civil and Political Rights 
(ICCPR) to mean that modes of expression protected 
under the article include ‘all forms of audio visual 
electronic and Internet based modes of expression’.149 
According to its recommendations, restrictions on 
access to information are permissible only if they are 
content specific, not generic, and are not prohibited 
solely because the content is critical of the government or 
the political social system espoused by the government. 

Similarly the 2011 Joint Declaration on Freedom of 
Expression recommended tailored approaches for 
responding to illegal content online.

The United Nations Special Rapporteur on the 
Promotion and Protection of the Right to Freedom of 
Opinion and Expression in its 2011 report emphasised 
that the wide powers vested in governments to block 
websites contravene the ICCPR.150 The Rapporteur 
gave four main reasons for this. First, the conditions 
that justify blocking are provided by law but in an overly 
broad and vague manner, which risks content being 
blocked arbitrarily and excessively. Second, blocking is 
not justified in pursuit of aims listed in Article 19 of the 
ICCPR,151 and blocking lists are generally kept secret, 
making it difficult to assess whether access to content is 
being restricted for a legitimate purpose. 
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Third, even where justification is provided, blocking 
measures constitute an unnecessary or disproportionate 
means to achieve the purported aim, as they are often 
not sufficiently targeted and render a wide range of 
content inaccessible beyond that deemed illegal. Fourth, 
content is frequently blocked without the intervention 
of or possibility of review by a judicial or independent 
body.

Test for Restriction of Content on the Inter-
net according to the United Nations Special 
Rapporteur on the Promotion and Protec-
tion of the Right to Freedom of Opinion and 

Expression

Box 7

Restrictions imposed as an exceptional measure on online content must pass a three-
part cumulative test:

a) Blocking or filtering provisions should be clearly provided by law which is clear 
and accessible to everyone;
b) Blocking orders must be strictly in line with the requirements of Article 19(3) of 
the International Covenant on Civil and Political Rights;152

c) It must be proven as necessary and the least restrictive means required to achieve 
the purported aim (principles of necessity and proportionality).

The rapporteur recommended additionally that

•	 Any determination on what content should be blocked must be undertaken by a 
competent judicial authority or a body independent of any political, commercial 
or other unwarranted influences.

•	 National law should be sufficiently precise, with sufficient safeguards against 
abuse or misuse to prevent any ‘mission creep’ including in oversight.

•	 There should be review by an independent and impartial tribunal or regulatory 
body.

•	 There should also be adequate safeguards against abuse, including the possibility 
of challenge and remedy against its abusive application.
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V.3.ii International Trade Law

On 26 April 2020 the Dispute Settlement Body (DSB) 
of the WTO adopted a Panel ruling to clarify the use of 
national security exceptions to WTO rules as invoked in 
the dispute between Russian and Ukraine over transit 
restrictions.153 Specifically, the Panel held that invocation 
of the national security exception is justiciable and 
subject to scrutiny by the WTO’s DSB. The decision 
came against the backdrop of the USA’s long held 
position that the exception is totally ‘self-judging’, i.e. 
that it can be unilaterally invoked by a Member without 
the possibility of further scrutiny.

Traditionally used as an instrument to control 
investments in strategic sectors like the military, the 
scope of national security considerations to scrutinise 
the participation of private players in strategic and 
critical sectors has evolved significantly. For instance, 
in three separate press releases the MeitY banned more 
than 150 Chinese-origin applications on the assertion 
that these applications were involved in activities 
detrimental to the sovereignty and security of India.154

In the event that India’s action is challenged before the 
WTO, it is likely to argue that the ban was necessary 
to protect its essential security interests taken in time 
of war or any other international relations emergency. 
This phrase was recently interpreted by a WTO Panel 
in the Saudi Arabia/Qatar decision (2020).155 Based on 
the Panel’s analysis, India will have to demonstrate that 
three conditions were fulfilled: there was a situation of 
‘war or other emergency in international relations’; such 
a ban was adopted during such war or emergency; and 
the ban was not remote or unrelated and was a plausible 
measure to protect India’s essential security interests.

The term ‘emergency in international relations’ has been 
interpreted by the WTO to mean a situation of armed 
conflict, or latent armed conflict, or heightened tension 
or crisis, or general instability engulfing or surrounding 
a state.

Based on the above precedents, India will have to prove 
that the ban on Chinese applications was not remote 
or unrelated to the Indo-China border clash, and was 
necessary to protect Indian territory or

WTO and National Security

Box 8

The global trading framework under the aegis of 
the World Trade Organisation is guided by two key 
principles: the Most Favoured Nation principle, 
which restricts member states from discriminating 
between trading partners, and National Treatment 
principles that require member states to treat 
foreigners and locals alike. The national security 
exception available in WTO agreements purportedly 
allows members to breach their obligations. 
Specifically, it allows states to adopt measures to 
protect their ‘essential security interest’.

Pertinently, the agreements provide that actions for 
essential security interest must relate to: fissionable 
materials or the materials from which they are 
derived; the traffic in arms, ammunition, and 
implements of war and to such traffic in other goods 
and materials as is carried on directly or indirectly to 
supply a military establishment; and must be taken 
in time of war or other emergency in international 
relations. The WTO’s adjudicatory body has 
interpreted the term ‘war or other emergency in 
international relations’ to mean a situation of armed 
conflict, or latent armed conflict, or heightened 
tension or crisis, or general instability engulfing or 
surrounding a state.

population from external threats. It is worth noting 
that the relevant MeiTY press release does not explain 
how each banned app is a threat to India’s essential 
security interests, instead announcing a blanket ban 
for all apps. These apps vary widely in the nature of the 
services they provide, and include e-Commerce apps, 
news aggregators, web browsers, utility apps and social 
media apps. Therefore, the types of user data they 
collect would also vary widely. India moreover does 
not have a domestic law that prohibits user data from 
being transferred outside its territory. Therefore, there 
is nothing illegal or unauthorised per se in transferring 
data to servers located outside India. As observed in the 
WTO’s Russia/Ukraine and Saudi/Qatar
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decisions, a WTO Panel will require India to provide 
factual evidence proving why each banned app is a 
threat to its essential security interest.

V.4.	 Position in Other Jurisdictions

There are broadly speaking two prevalent models for 
regulating the blocking of online content:

General legal provisions such as in Estonia, Iceland, 
Canada where there is no specific legislation governing 
the blocking of online content. These jurisdictions 
extend general legal provisions to cover online content.

Specific legal provisions such as in India, Brazil, 
Singapore where the blocking or filtering of online 
content is governed by a specific legislation.

States that follow the first model also rank highly on 
Freedom House’s Freedom on the Net ranking as 
compared with states that follow the second.156 While 
one may expect a defined legal framework to restrict 
the discretionary element within the confines of due 
process, and lend predictability to regulatory action, 
there are examples of statutory provisions being broadly 
interpreted by courts and regulators, giving them 
unintended effects.

For example in December 2015 a Brazilian court 
passed an order to ban WhatsApp using a clause 
under Article 12 of the Marco Civil Da Internet, a law 
widely celebrated as the model for rights-based internet 
governance. The article, which provides for penalising 
companies that violate data protection norms under the 
law, was improperly used to penalise WhatsApp for not 
complying with a request for user information.157

While a codified legal framework for the blocking or 
filtering of content may be desirable, it is imperative 
that the law is not vulnerable to misuse. This may be 
achieved by scope limitation and building safeguards 
within legal provisions.

An example of scope limitation is Section 23 of the 
UK’s Digital Economy Act 2017, which provides for

blocking access but is limited either to extreme 
pornographic content or pornographic content 
provided to a minor. In terms of safeguards, the test 
laid down by the English Court of Appeal in Cartier 
International AG v. British Sky Broadcasting Ltd may 
serve as good guidance.158 The court, while upholding 
a website blocking order in a case concerning the 
infringement of intellectual property rights, endorsed 
the following principles or factors as relevant in 
determining if a site-blocking order is proportional:

Necessity or a consideration of the extent to which the 
relief is necessary to protect the plaintiff’s rights. The 
relief need not be indispensable, but the court may 
consider whether alternative and less onerous measures 
are available.

Effectiveness or a consideration whether the relief 
sought will make infringing activities more difficult to 
achieve and discourage internet users from accessing the 
infringing service.

Dissuasiveness or a consideration whether others 
not currently accessing the infringing service will be 
dissuaded from doing so.

Complexity and cost or a consideration of the 
complexity and cost of implementing the relief sought.

Barriers to legitimate use or trade, a consideration 
whether the relief will create barriers to legitimate use 
by unduly affecting the ability of users of ISP services to 
access information lawfully.

Fairness or a consideration whether the relief strikes a 
fair balance between fundamental rights of the parties, 
the third parties, and the general public.
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Substitution or a consideration of the extent to which 
blocked websites may be replaced or substituted, and 
whether a blocked website may be substituted for 
another infringing website, and

Safeguards or a consideration of whether the relief 
sought includes measures that safeguard against abuse.

This test was recently referenced and adopted by the 
Canadian Federal Court in the case of Bell Media Inc. 
v GoldTV.biz.159

Policy Recommendations 
for Blocking

Box 9

The Internet Society160 and Freedom House161 
have given recommendations to minimise the 
negative effects of blocking. These include:

•	 Last resort – Blocking orders should be used 
sparingly, and only as the last resort. All non-
blocking options must be exhausted before 
restricting access to a website/URL.

•	 Maintain transparency – Blocked content and 
the underlying reason for such blocking must 
be disclosed to the public. Regulators should 
also ensure that the persons concerned have 
an avenue to voice their concerns.

•	 Blocking should be temporary – Blocking 
measures must be temporary and should cease 
to apply once the reason for such blocking 
ceases to exist.

•	 Involve stakeholders – The development 
and implementation of policy governing 
the blocking of online content should be 
informed by all stakeholders, including 
experts in matters of technology, economy, 
the arts, and consumer rights.

•	 Due process – Procedures governing the 
blocking of online content must be just and 
fair. The authority should ensure that the 
affected party is afforded a chance to be heard 
before an order is passed. The procedure 
should provide for checks and balances like 
independent review and appeal to ensure 
procedural fairness.

A codified legal framework for 
blocking should have adequate 
safeguards to prevent its misuse

V.5.	 The Way Forward

The blocking provisions under the IT Act merit 
revision. It is critical to hardwire checks and balances 
in the law through enhanced accountability and 
transparency mechanisms. In this backdrop, provisions 
like Rule 16 of the Blocking Rules, which mandates 
strict confidentiality regarding blocking requests, need 
particular reconsideration. Additionally, blocking 
provisions should be used sparingly, temporarily 
and within the confines of a just, fair, and reasonable 
procedure. Adherence to such safeguards will help 
maintain the Act’s consonance with global best 
practices, both in terms of free speech and free trade.  
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VI.	 Cybersecurity

KEY TAKEAWAYS

•	 The definition of cybersecurity in the IT 
Act is over a decade old. It was designed 
for a homogeneous devices ecosystem and 
is inadequate to cover the full spectrum of 
devices in the Internet of Things. It merits 
revision in the light of the expanding 
cybersecurity threat.

•	 The definition of cybersecurity is non-
compliant with the Confidentiality 
Integrity Availability triad, the gold 
standard for information security. While 
it covers the confidentiality and integrity 
aspects, the availability aspect is not clearly 
expressed.

•	 The penal compensatory damages 
provided under Section 43 are inadequate 
compared to global standards and 
lack deterrent power. The section also 
precludes prosecution for offences 
involving the misuse of authorised access.

•	 Protecting critical information 
infrastructure is a shared responsibility 
between the public and private sector. 
However, the administrative structure 
of the NCIIPC is not suited to multi-
stakeholder functioning.

The National Crime Records Bureau reports that 
cybercrime incidents in India more than doubled from 
2016 to 2018, from 12,137 to 27,248.162 In 2019 India 
was among the five most cyber attacked countries in 
the world.163 Most of these attacks were aimed at the 
country’s critical information infrastructure: computer 
resources critical to national security, economy, public 
health or safety. The risk of a cyber attack looms large 
over individuals, businesses and governments. The 
World Economic Forum’s Global Risk Report 2020 
names them among the top ten prevailing global risks 
in terms of likelihood and impact.164 Research suggests 
that three out of five businesses in the Asia-Pacific 
region are putting off digitisation from fear of cyber 
attacks.165 Ensuring a safe cyberspace is thus essential to 
drive growth in the digital economy.

A safe and secure cyberspace is the shared responsibility 
of all countries that constitute the global internet. 
Individual users and organisations may use two-
factor authentication or encryption to protect their 
assets. States may protect cyberspace by criminalising 
conduct that jeopardises their security or integrity, or 
by mandating organisations to implement security 
measures that protect critical infrastructure.

In India the IT Act is the statutory instrument of state 
action to ensure cybersecurity. It relies on two remedies: 
criminalising certain cyber activities, and creating an 
organisational framework to address cybersecurity 
issues in critical and non-critical sectors.

These cybersecurity provisions were introduced in 
2008 and haven’t been amended since. Meanwhile, 
cyberspace has graduated from the personal computer 
era where threats were limited to viruses and worms, 
to the Social, Mobile, Analytics and Cloud or SMAC 
era. Advanced persistent threats, or cyberattacks carried 
out over extended periods to steal valuable data, are 
the principal concern. Machine learning and artificial 
intelligence are the next frontiers that malicious 
actors intend to conquer. For example in 2018 IBM’s
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Cyber Security Intelligence team unveiled DeepLocker, 
an AI-modelled malware capable of remaining 
undetected until it reaches its target.

India’s legal framework for ensuring cybersecurity is ill 
equipped to tackle existing or future challenges. This 
chapter analyses the cybersecurity framework of

VI.1.	 Cybersecurity under the IT Act

The IT Act and associated rules and regulations are 
the bedrock of India’s cybersecurity architecture. 
Although each sector has its own set of guidelines to 
supplement this framework, they are not the subject of 
this report.

VI.1.i Legal Framework

Definitional Issues 

The definition of cybersecurity in the IT Act is critical 
because it determines the scope of other provisions that 
rely on it. Section 70B(4) of the IT Act for instance 
describes the functions of the Indian Computer 
Emergency Response Team or CERT-In, the nodal 
agency for any cyber incident response in India. The 
section says these are to be performed ‘in the area of 
cyber security’, thus the scope of CERT-In’s functions 
will be proportional to the scope of the definition  
of cybersecurity.

As defined in Section 2(1)(nb) of the IT Act, 
cybersecurity is the act of

Protecting information, equipment, devices, computer, 
computer resource, communication device and 
information stored therein from unauthorised access, 
use, disclosure, disruption, modification, or destruction.
This definition is not in sync with prevalent global 
security standards. In fact it does not cover the minimum 
standard of protection represented in information 
security parlance as the ‘CIA triad’.

the IT Act in comparison with global best practices, 
to identify specific areas that merit re-examination. It 
analyses offences under the Act to highlight gaps in the 
current approach, and considers the functional aspects 
of the organisational framework created under the Act 
to assess its efficacy.

This triad is a globally accepted security model designed 
to guide information security policies and legislation 
on cybercrimes and cybersecurity. It breaks down 
information security into three essential components: 
confidentiality (information should not be disclosed 
to unauthorised persons), integrity (data should not be 
modified without authorisation) and availability (the 
guarantee that reliable information will be available to 
authorized users when needed).

The International Telecommunication Union’s 2018 
Guide to Developing a National Cybersecurity Strategy 
also prescribes that legislations and regulations should 
be aimed at preventing, combating and mitigating 
actions directed against the confidentiality, integrity 
and availability of ICT systems and infrastructures.166

The definition of cybersecurity in the IT Act fails to 
capture distinctly the three elements of the CIA triad 
- particularly the principle of availability. It seeks to 
protect a computer or the information within it from 
unauthorised access, use or disclosure (maintaining 
confidentiality) or from disruption, modification or
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destruction (maintaining integrity). It does not define 
the availability of reliable information as a lynchpin.

Other jurisdictions by contrast define cybersecurity 
to clearly delineate the three aspects of the CIA triad. 
Singapore’s Cybersecurity Act 2018 for instance 
defines it as:

the state in which a computer or computer system is 
protected from unauthorised access or attack, and because 
of that state –

a. the computer or computer system continues to be 
available and operational;

b. the integrity of the computer or computer system  
is maintained;

c. and the integrity and confidentiality of information 
stored in, processed by, or transmitted through the 
computer or computer system is maintained.

A clear demarcation between the three elements of 
confidentiality, integrity and availability is visible in 
other domestic rules and regulations. The Reserve 
Bank of India’s Guidelines on Information Security,  
Electronic Banking, Technology Risk Management 
and Cyber Frauds 2011167 recognise the triad as the 
core of its information security strategy. Similarly 
the Securities and Exchange Board of India’s Cyber 
Security and Cyber Resilience Framework of Stock 
Exchanges, Clearing Corporation and Depositories 
prescribes the globally accepted NIST (National 
Institute of Standards and Technology) cybersecurity 
framework,168 which is built on top of the CIA triad. 
Hence, expanding the scope of the definition of 
cybersecurity under the Act to clearly incorporate all 
three elements of the triad will bridge the dissonance 
between the statute and sectoral guidelines.

Another deficiency is the ambiguity in covering the full 
spectrum of Internet of Things (IoT) devices within the 
definition of cybersecurity. Estimates suggest that there 
are more than 21 billion IoT devices in the world today 
with the number expected to double by 2025.169 These 
devices are vulnerable to security breaches and can also 
be used as vectors to cause large scale cyber attacks. In 
2020 more than 25% of identified enterprise level cyber 
attacks were expected to involve IoT devices.170

Exploiting IoT 
Vulnerabilities: The Mirai 

Botnet Attack

Box 10

In 2016 a malware called ‘Mirai’ used common 
default credentials (such as a username and 
password being set by the manufacturer as ‘admin’) 
and poor configuration of connected devices to 
create a botnet army to launch a Distributed Denial 
of Service attack. The attack impacted multiple 
services including French cloud computing 
company OVH and internet services company Dyn, 
ultimately causing temporary outages of platforms 
like Netflix, GitHub and Twitter.

Unlike conventional information technology devices, 
IoT devices, given the variety of physical environments 
they may be used in, are vulnerable to tampering.171,172 
IoT devices also sometimes lack the computing 
power of a conventional device, making it difficult to 
implement standard security practices like encryption. 
The operational requirements for resilience and security 
in an IoT device differ from common cybersecurity 
and privacy practices for conventional devices.173 
Consequently many IoT devices do not fit the definitions 
of standard information technology devices.174
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Given this backdrop the 12 year old definition in the 
IT Act, designed to cover conventional devices, may 
not cover the full spectrum of IoT devices. The Act 
limits cybersecurity to computer, computer resource 
and communication devices. It defines these terms to 
include data processing devices which perform logical, 
arithmetic, memory or communications functions. 
This may exclude simpler IoT devices like connected 
thermostats, which do not perform such functions but 
are nevertheless connected to the internet.

Globally, jurisdictions have tackled the issue of IoT 
cybersecurity through separate and specific instruments 
ranging from statutory amendments, as in the case of 
California,175 to codes of practice implemented by the 
UK,176 Australia177 and Singapore.178

California’s IoT Security Law

Box 11

This legislation uses the term ‘connected device’ as a broad 
term to include the entire spectrum of IoT devices. It 
defines a connected device as ‘any device, or other physical 
object that is capable of connecting to the Internet, 
directly or indirectly, and that is assigned an Internet 
Protocol address or Bluetooth address.’

The definition of cybersecurity under the IT Act is not 
fully compliant with the CIA triad, the basic minimum 
standard of information security.

Coverage of the full spectrum of the IoT ecosystem under 
the definition remains ambiguous.

VI.1.ii Comparison with other 
jurisdictions

The approach of criminalising cyber misconduct 
with graded penalties is found in many jurisdictions. 
The UK’s Computer Misuse Act 1990, Singapore’s 
Computer Misuse Act 1993, and the USA’s Computer 
Fraud and Abuse Act adopt a similar approach. India’s 
IT Act too specifies graded penalties for such offences, 
as listed below.

Graded Penalties in the IT Act

Box 12

India penalises actions that may adversely impact the confidentiality, integrity and accessibility of networks 
and devices. These may be classified into the following categories:

a.	 Simple form – Here the motive is immaterial and the mere act is punishable. Such offences include 
hacking, denial of service attacks, and contamination, punishable under Section 43. The penalty is to com-
pensate the affected party.

b.	 Aggravated form – The offences defined under Section 43, if committed with dishonest or 
fraudulent intent, are punishable under Section 66. A convicted person can be imprisoned for up to three 
years, or pay a fine up to Rs 5 lakhs or both.

c.	 Cyber terrorism – A person found guilty of committing similar offences, with the intent of 
threatening the unity, integrity, security or sovereignty of India, or to strike terror in the people or any 
section of the people, is punishable under Section 66F. The maximum punishment is life imprisonment.
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Despite the similarities, India’s approach diverges from 
these jurisdictions in the following ways:

No distinction between lack of  authorization and 
exceeding authorization 

Section 43 of the IT Act penalises unauthorised access. 
The offence is based on the assumption that the person 
committing it was not authorised to access the affected 
computer or network. But it does not cover cases where 
an authorised person exceeds their authorisation to 
commit an offence.

In 2005 an Expert Committee formed to recommend 
changes to the IT Act suggested that the phrase 
‘without the permission of the owner’ in Section 43 
should include access to information that exceeds 
the level of authorised permission to access. But the 
recommendation was overlooked in the amendment 
Act.179

Exploiting IoT Vulnerabil-
ities: The Mirai Botnet At-

tack

Box 13

In 2016 a malware called ‘Mirai’ used common 
default credentials (such as a username and 
password being set by the manufacturer as ‘admin’) 
and poor configuration of connected devices to 
create a botnet army to launch a Distributed Denial 
of Service attack. The attack impacted multiple 
services including French cloud computing 
company OVH and internet services company Dyn, 
ultimately causing temporary outages of platforms 
like Netflix, GitHub and Twitter.

In other jurisdictions, provisions against exceeding 
authorisation are either statutorily embedded, as in the 
US Computer Fraud and Abuse Act, or have been given 
effect through judicial interpretation as in the United 
Kingdom, where the concept was introduced by the 
House of Lords in Regina v. Bow Street Magistrates 
Court and Allison (A.P.) Ex Parte Government of the 
United States of America.180 The judgment overturned 
the decision in Director of Public Prosecution v. Bignell 
and Another to introduce the concept of unauthorised 
use of authorised access.181

In the Bignell case, two police officers instructed 
computer operators to access the Police National

Computer (PNC) for private, unofficial purposes 
despite knowing the PNC was only to be accessed for 
official purposes. The officers were convicted by the 
stipendiary magistrate for the offence of unauthorised 
access under Section 1 of the Computer Misuse Act of 
1990. However, on appeal the Divisional Court held 
that an offence of unauthorised access could be made 
against the accused officers as they were authorised 
to access the PNC. This interpretation remained the 
law of the land for two years. In 1999 while deciding 
Regina v. Bow the House of Lords overturned Bignell 
to recognise exceeding authorization as an offence under 
the Computer Misuse Act.
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Inadequate deterrence

Section 43 imposes a penalty in the form of 
compensation to affected parties, but it does not 
specify the quantum of compensation nor lays down 
the principles that may guide its determination.

Regulatory frameworks in other jurisdictions provide 
for stricter punishment. Section 1 of the UK's 
Computer Misuse Act stipulates imprisonment 
ranging from 12 months to two years or a fine or both. 
Similarly, Singapore’s Computer Misuse Act 1993 
stipulates imprisonment up to two years and a fine up 
to 5,000 dollars on the first conviction. On subsequent 
conviction imprisonment may go up to three years and 
the fine up to 10,000 dollars.

By contrast the penalties under the IT Act are 
inadequate and lack deterrent power. The offences 
defined under Section 43 are capable of inflicting 
serious damage to networks and devices which may 
not always be quantifiable in monetary terms. For 
example, cryptojacking or the illicit use of a victim’s 
computingpower to mine cryptocurrencies, may not 
damage the infected device, but it will slow down 
processes that may result in a loss of productivity, 
which are hard to justify in a court of law.

Moreover, compensatory penalties, especially when not 
quantified, leave scope for arbitrary determination by 
the judiciary. While stricter sanctions are advisable, the 
requisite safeguards must be in place to protect ethical 
hackers involved in penetration testing or researchers 
working towards gathering threat intelligence. Similar 
discussions are already underway in other jurisdictions. 
In the UK the Criminal Law Reform Now Network in 
its 2020 report titled Reforming the Computer Misuse 
Act182 highlighted protection for ethical hackers and 
academicians as a priority area.

Why Penalties are Minimal in Section 43

Box 14

It is important to understand the reason Section 43 prescribes minimal penalties. The IT Act 
in its original form provided for limited offences: hacking, tampering with computer source 
codes, or electronically sharing ‘obscene’ content. Each of these offences was punishable with 
imprisonment or a monetary fine. Later the Expert Committee charged with suggesting 
changes to the Act recommended reducing such penalties, because ‘sometimes, because 
of lack of knowledge or for curiosity, new learners / Netizens unintentionally or without 
knowing that it is not correct to do so, end up doing certain undesirable acts on the Net’.183 
The quantum of penalty was thus deliberately reduced so as not to deter users from adopting 
new technology. This rationale is not relevant in the present era and thus the provision 
warrants reconsideration, with sufficient safeguards for ethical hackers.
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Compared to Section 43, Section 66 lays down stricter 
punishments for offences committed with dishonest or 
fraudulent intent. However the threshold of dishonest 
or fraudulent intent is misplaced for cyber offences 
as it limits the application of Section 66. The terms 
dishonestly and fraudulently as used in the Act import 
their definitions from the Indian Penal Code of 1860 
(IPC) which defines them as:

•	 Dishonestly – Whoever does anything with the 
intention of causing wrongful gain to one person 
or wrongful loss to another person, is said to do 
that thing dishonestly.

•	 Fraudulently – A person is said to do a thing 
fraudulently if he does that thing with intent to 
defraud but not otherwise.

The terms ‘wrongful gain’ and ‘wrongful loss’ in the 
definition of dishonestly are defined in Section 23 of 
the IPC to mean unlawful gain or loss of property. 
Thus, dishonest intent is tied to the conception 
of corporeal property and ownership. To subject 
offences defined under Section 43 to the threshold 
of  fraudulent intention would limit them to cases 
concerning financial injury.

In effect Section 66 fails to recognise other forms of 
intent, like the intent to cause bodily harm. This is a 
glaring omission because of the exponential growth 
expected in the Internet of Medical Things market. 
IoMT is a variation of IoT, where connected medical 
devices and software are leveraged to capture patient 
data in real time, to help improve the speed and 
accuracy of diagnosis and treatment. IoMT devices 
include wearable external devices like insulin pumps, 
and their implantable counterparts such as pacemakers 
and neurostimulators. Pacemakers are susceptible to 
life-threatening security vulnerabilities that could be 
exploited to remotely control the implanted device.

Other jurisdictions do not use such a limited threshold 
of intention. In the UK and Singapore, the threshold 
of intent is tied to committing or facilitating the 
commission of further offences. Singapore’s Computer 
Misuse Act 1993 clarifies these offences to include 
those involving property, fraud, dishonesty or bodily 
harm. The UK’s Computer Misuse Act 1990 has an 
even wider scope, covering any offence for which the 
law provides a penalty.

Grading penalties based on the quantum or nature of 
damage caused by an offence may be a better model. 
For example, in France the punishment for fraudulent 
access is imprisonment and a fine of up to €60,000 
under Article 323-I of the French Penal Code, which 
concerns unauthorised access to an automated data 
processing system. When data is modified or suppressed 
as a result of unauthorised access, the sanction is three 
years’ imprisonment and a fine up to €100,000. For 
offences committed in a public or governmental system, 
the sanction is raised to five years’ imprisonment and a 
fine up to €150,000.

Limited scope of the threshold of intention
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In addition to penalising unauthorised access, the IT Act should 
account for offences committed by exceeding authorised access.

When a compensatory penalty is not quantified it leaves scope 
for arbitrary determination by the judiciary.

Section 66 fails to recognise forms of intent other than dishonest 
or fraudulent intent.

India could consider grading penalties based on the quantum or 
nature of damage caused by an action.

VI.2.	 Organisational Framework

The Information Technology (Amendment) Act 2008 
introduced two new sections, 70A and 70B, to create 
an organisational framework to address cybersecurity 
challenges for critical and non-critical infrastructure. 
Consequently the following bodies were set up: the 
National Critical Information Infrastructure Protection 
Centre (NCIIPC) and the Indian Computer Emergency 
Response Team (CERT-In) including sectoral CERTs.

Other government agencies involved in cybersecurity 
operate outside the ambit of the IT Act. These 
include the Cyber and Information Security Division 
and the Indian Cyber Crime Coordination Centre 
under the Union Ministry of Home Affairs, and the 
National Cyber Security Coordinator under the Prime 
Minister’s Office. These agencies are beyond the scope of  
this report.

Box 15

National Critical Information Infrastructure 
Protection Centre (NCIIPC) – Designated as the 
national nodal agency to protect critical infrastructure 
under Section 70A of the IT Act, it functions under the 
administrative control of the National Technical Research 
Organisation, a technical intelligence agency governed by 
the National Security Advisor.

Indian Computer Emergency Response Team 
(CERT-In) – Created under Section 70B of the IT Act, 
CERT-In is tasked with forecasting and responding to 
cyber attacks, and issuing advisories on security practices. 
The establishment of sectoral CERTs, especially for 
critical sectors, is also under consideration. CERT 
Thermal, CERT Hydro, CERT Transmission and CERT 
Distribution are already functional in the power sector. 
Proposals for sectoral CERTs were also mooted for the 
financial and telecom sector.
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Fragmented cybersecurity framework

India is one of the few states with a decentralised 
cybersecurity framework. There is a dearth of research 
on the efficacy of this model, but the ITU’s Global 
Cybersecurity Index (GCI) can be relied on to identify 
the preferred practice in this regard.184

The GCI is a composite index combining 25 indicators 
to monitor and compare the cybersecurity commitment 
of states relative to the five pillars of the ITU’s 
Global Cybersecurity Agenda. One of these pillars is 
organisational measures, which evaluates the presence of 
institutions and strategies for developing cybersecurity 
measures nationally. The UK, USA and France are the 
top three performing jurisdictions on the index. They 
also score highest on the organisational metric. They 
rely on a single cybersecurity agency to oversee critical 
as well as non-critical infrastructure. This trend is also 
visible in Estonia, Canada, Malaysia and Singapore - 
jurisdictions that also rank high on the organisational 
metric.

The performance of these jurisdictions suggests that a 
single nodal agency covering all aspects of cybersecurity 
may be more effective.  Responses to cyberattacks are 
time sensitive and the existence of separate agencies 
creates an additional layer of coordination which may 
delay response time and may prove counterpro ductive. 
In this backdrop, the Indian model has been criticised

Absence of shared responsibility

The security of cyberspace relies also on a state’s ability to 
leverage the expertise of industry and academia. Public-
private collaboration to protect critical infrastructure 
is one of the key pillars of the layered cyber deterrence 
strategy recommended by the United States Cyberspace 
Solarium Commission established by the US Congress 
in 2019. In its report of March 2020 the commission 
emphasised that, unlike in the physical domain, the 
government is not a primary actor in cyberspace. It 
stated, ‘If the U.S. government cannot find a way to 
seamlessly collaborate with the private sector to build 
a resilient cyber ecosystem, the nation will never be 
secure.’

In this regard the UK’s National Cyber Security Centre 
implements a workable model. The NCSC identifies 
the use of industry and academic expertise as one of its 
core goals and has designed specific programs to this 
effect. Similar efforts have been made by Singapore’s 
Cyber Security Agency.

Collaborative Approach to Cyber Security 

Box 16

Industry 100 is the UK’s National Cyber Security Center’s principal initiative to facilitate 
collaboration between the agency and industry.185 It allows selected industry members to 
take up temporary roles within the NCSC, facilitating cross-sectoral learning.

Similarly, Singapore’s Cyber Security Agency runs the SG Cyber Talent Initiative, which aims 
to develop a cybersecurity workforce through collaboration with industry and academia. 
Activities planned under the initiative for the year 2020 includes the SG Cyber Olympics, 
which involves identifying talents and training them in advanced cybersecurity.
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India by contrast does not emphasise collaborations 
with industry or academia. While the composition 
of CERT-In’s Advisory Committee mandates the 
representation of industry associations and academia, 
it limits the scope of their participation to one member 
from each field. Academic representation is limited 
to the Indian Institute of Science. Similarly, while the 
NCIIPC’s advisory council mandates representation 
from industry, the fact that it functions under an 
intelligence agency limits the scope of industry 
collaboration.186 This is problematic because the 
protection of critical information infrastructure is a 
shared responsibility in which the private sector has a 
major role to play.

A single nodal agency that covers 
all aspects of cybersecurity may be 
more effective than a fragmented 
and uncoordinated model.

Protecting critical information in-
frastructure is a shared responsibil-
ity in which the private sector has a 
major role to play.

VI.3.	 The Way Forward

Legal provisions relating to cybersecurity were 
introduced in 2008 and have not been updated since, 
even as the nature of threats in cyberspace becomes 
increasingly complex and sophisticated. To create a 
future-proof legal framework, the IT Act will have to 
adopt a technology agnostic definition of cybersecurity. 
It must also provide for more stringent penalties in 
order to have a deterrent effect.

There is merit in revisiting the organisational 
framework overseeing India’s cybersecurity challenges. 
International experience indicates that a centralised 
framework helmed by a single agency is effective. 
Cybersecurity is a joint imperative, served best by a 
multi-stakeholder approach. Thus the framework must 
also facilitate closer cooperation with non-government 
stakeholders including industry and academia.
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Summary of 
Recommendations

Chapter I – e-Commerce

Need a consistent definition of the term 
electronic commerce – Though the IT Act was 
passed with the intent to facilitate e-Commerce it 
does not define the term. This lacuna affords various 
regulators and authorities the luxury to create distinct 
definitions of the term to suit their needs, creating 
uncertainties and inconsistencies in the application of 
the law to various e-Commerce entities.

Jurisdictional boundaries of government 
regulators and supervisors should be clarified 
– According to the existing allocation rules, multiple 
government departments including the Department 
for Promotion of Industry and Internal Trade, 
Ministry of Electronics and Information Technology, 
and the Department of Telecommunications have 
been vested with rulemaking powers to govern 
digital businesses. The consequence of ambiguous 
jurisdictional boundaries is that several government 
arms can frame their own regulations. The result has 
been disputes over supervisory roles and confusion 
among market players over the applicability of legal 
instruments.

India should consider a vertical approach to 
regulation that can improve efficiency in the 
policymaking process – A vertical approach to 
regulation can aid in healthy division of work, with 
each level of government doing what it does best. It 
would empower sectoral regulators to create rules 
affecting only those within their regulatory remit, 
with principal legislation such as the IT Act to provide 
overarching legal certainty.

Chapter II – Intermediary Liability

Clear demarcation of different types of 
intermediaries – The IT Act follows a one size 
fits all approach to regulating intermediaries. The 
expansive definition of an intermediary in the Act 
covers everything from social media platforms to 
internet service providers (ISPs) and cyber cafes. 
However, intermediaries are heterogeneous and often 
have varying degrees of control over the content 
transmitted through them. Hence, clear demarcation 
of the various types of intermediaries is important for 
effective rulemaking.

Need for greater accountability – The safe 
harbour approach to determining intermediary 
liability allowed platforms to attain scale. It also 
led to unanticipated economic, social, and political 
disruptions like the spread of misinformation, online 
piracy, and the circulation of child sexual abuse 
material and terrorist recruitment material. Several 
countries have introduced liabilities based on the 
types of platform, their thresholds, and specific issues 
such as fake news or revenge porn. India must follow 
suit to explore regulatory models that allow greater 
accountability without imposing stifling regulations.

A co-regulatory approach may be explored – 
A co-regulatory approach can help the government 
achieve the regulatory balance required to foster 
innovation. Under this model, while the objectives are 
set through legislation, the state and private entities 
collaborate to attain them. The model also allows 
other stakeholders to participate and share supervisory 
power. The diversity of players ensures a constant 
revision of benchmarks through regular assessment 
and reviews. At the same time it ensures that public 
authorities can step in, in case of failure.
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Chapter III – Data Governance

Create a legal framework enabling frictionless 
data flows – Determining ownership, providing 
adequate protection, and fostering community trust 
are key to unlocking the economic potential of data. 
While data ownership is governed by the Copyright 
Act, data protection is the subject of the yet unenacted 
Personal Data Protection Bill. Provisions intended to 
foster trust are however absent from these. The IT 
Act can fill this gap by creating a framework to ensure 
data integrity and facilitate frictionless flows of data. 
This may be achieved by making statutory provisions 
for technical interoperability, data portability, data 
provenance, and alternative data sharing models like 
federated learning and data trusts.

Consider creating a data ethics framework – 
Fostering community trust goes beyond statutory 
safeguards. The ever expanding uses of data raise moral 
and ethical questions that may not be addressable 
through laws. An emerging method used to safeguard 
trust without burdening businesses or stifling 
innovation through over-regulation is to create a data 
ethics framework: a set of principles that guide the 
appropriate and responsible use of data. Key elements 
of such a framework may include: maintaining 
transparency in the use of data, mandating businesses 
to formulate a data ethics policy, and incentivising data 
ethical business models and data sharing practices.

Chapter IV – Encryption and Law En-
forcement Access

Encryption regulation should strike a balance 
between privacy and law enforcement – 
Encryption is an important tool for ensuring individual 
privacy and securing sensitive business information. 
Yet it makes it difficult for law enforcement agencies 
to intercept communication for lawful reasons like 
controlling the spread of misinformation, checking 
online piracy, and apprehending criminal activity. It 
is important to strike a balance between individual 
privacy and the state’s duty to maintain law and order. 
This can be ensured through procedural checks and 
balances aimed at curbing the misuse of surveillance 
powers.

Lawful interception without compromising 
encryption standards is desirable – Two broad 
approaches are seen internationally in encryption 
regulation. Countries like Australia prefer the 
‘backdoor’ approach, which relies on weakening 
encryption standards by introducing system 
vulnerabilities that allow ready access when needed. 
Countries like Germany prefer to build state capacity 
to hack devices, with a legal framework tailored to 
support such operations. The encryption framework 
in the IT Act would better emulate the latter model.
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Chapter V – Access and Blocking

Hardwire checks and balances into the statute 
to prevent misuse – Section 69A of the IT Act 
and the rules framed under it are overbroad and 
vulnerable to overuse or misuse. To prevent abuse, 
the statutory provisions must be ring-fenced by 
procedural safeguards. Primarily, blocking orders 
must be used as the last resort. Such actions should 
also be proportional, temporary, transparent and 
must pass the muster of due process. Global best 
practices codified in judicial pronouncements and 
international law can be used to create a holistic 
framework for India

Chapter VI – Cybersecurity

Expand the definition of cybersecurity – The 
definition of cybersecurity merits a reconsideration 
to expand its scope. It is non-compliant with the 
Confidentiality Integrity Availability or CIA triad, 
the gold standard of information security. It is also 
limited in scope and may not cover the ever expanding 
ecosystem of the Internet of Things, a prominent 
theatre in the emerging cyberthreat landscape.

Offences should be redefined to expand their 
scope and prescribe stricter sanctions – The 
existing approach to criminalising conduct that may 
jeopardise the security and integrity of cyberspace is 
limited in scope and lacks deterrent power. Section 43, 
which punishes the offence of unauthorised access, 
does not criminalise acts emanating from the unlawful 
use of authorised access. Sanctions under the provision 
are limited moreover to compensatory penalties. This 
is less stringent than in other jurisdictions and also 
leaves scope for judicial discretion. Similarly, while 
Section 66 of the Act provides for aggravated forms 
of the offences defined in Section 43, it is premised 
on the threshold of dishonest and fraudulent 
intent borrowed from Indian Penal Code. These 
conceptions are more than a century old and are not 
fit for application in cyberspace.

Consider a centralised, multi-stakeholder 
organisational framework – The IT Act created 
two separate cybersecurity agencies: the National 
Critical Information Infrastructure Protection Centre 
(NCIIPC) and the Indian Computer Emergency 
Response Team (CERT-In). While the NCIIPC is 
tasked with protecting India’s critical infrastructure 
CERT-In deals with non-critical sectors. Jurisdictions 
like the UK, the US and Singapore on the other 
hand rely on a central agency to govern all aspects of 
cybersecurity. Responding to cyberattacks is a time-
sensitive exercise and the existence of multiple agencies 
may reduce response time. Further, cybersecurity is a 
joint imperative, served best by a multi-stakeholder 
approach. A future framework must facilitate closer 
cooperation with non-government stakeholders 
including  industry and academia.
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